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BMDMIDSCE>T2NB CatEUfBUtSISm JM 

AURMffic muuzmtm 

Charles T. Narrow 

Adranced TecSid \ogf Center, Inf. 
fiajl««, fexas 

(11) It hn Maetlaes be«» elaJaed that close control of ontpnt level in an auto» 
Mtic eqitalixer is possible oeljr when sa^le tlae Is long enough to provide close 
eatiiKtes of poüer spectral dedsity. The actual bebaTiour of aa autoaatic equal- 
iser, if it does not encounter Instability problens, teaäs to be exactly opposite. 
Homer, stability and preservation of a Gausslao narrov band dietributlon ordl- 
aarily require a large tlae-baiulwidtb product. For tbls reason, it is tinlllsely 
that any pseudo-rasäoe signals, however ingeniously devised, will peroit a sig- 
nifieant speeding up of the equalising operation. 

ixraoDucriat 

(U) In recent years, neny papera have ap- 
peared on automatic equalisation of randoo shaker 
systeaa, vith particular estphssis on possible 
methods of speeding up the equalization. A num- 
ber of these papers have been based on an assump- 
tion that for precise control of the level of 
excitation in a narrow band it is necessary to 
averaice over a time sample long enough to provide 
a close estimate of the mean square of the narrow 
band randce signal as if time bandwidth product 
considerations '»•ere being applied to ordinary 
data reduction. This assumption would be correct 
if the equalizer functioned by analyzing only 
one time sample in each frequency band and set- 
ting the attenuators for the remainder of the 
test. Most equalizers actually ftmctlon by re- 
peated or even continuous correction. Accord- 
ingly, the statlptieal quantity to be estimated 
fron any one sample is not an average over In- 
finite time but the average over the duration of 
the next sample. 

(U) Some of the papers also Involve an 
assumption that although the excitation should 
be Gaussian on a broad band basis, the narrow 
band distribution does not matter. When a 
test item is subject to random excitation, the 
actual objective is to make the vibration 
Gaussian at each failure point, except insofar 
as nonlinearities In t>.c vicinity of a failure 
point and possibly associated with the failure 
mechanism alter a distribution. Fail- 
ures are usually associated with mechanical 
resonance and therefore with narrow band random 
vibration. Ordinarily, vibration that is not 
Gaussian on a wide band basis rapidly becomes 
Gaussian as the band la narrowed. However, 

when equalization is very rapid or some pseudo- 
randen signals are used as the input to a 
shaker, the opposite is more likely to be true. 

(Uj In addition, each narrow' band channel 
in a automatic equalizer is subject to the in- 
stability problems of a control system. 

(U) The objective of this paper is to 
show as simply and vividly as possible how 
these considerations can affect the design of 
an automatic equalizer. 

AH DQUALIZEB WITHOUT FEEDBACK 

(U) To visualize scare of the effects of 
sampling and estimating, consider the hypo- 
thetical equalizer shown in Fig. 1, It is not 
a practical system, but it will help us to under- 
stand whst might happen if equalization could 
be accomplished without any likelihood of in- 
stability. Two identical test items and shaker 
systems are required. Ml  mechanical elements 
are assumed to be linear. There are two iden- 
tical comb filters. One is used In -erformlng 
n spectral analysis of the vibration >.♦' shaker 
A, The operation is performed in real time 
with no delay except -n the filter and averager. 
The oth«r Is used In conjunction with an at- 
tenuator bank to equalize the random input to 
shaker E. An accurate computer, respcwling to 
the spectral analysis, adjusts the attenuatorp. 
so that the excitation applied to test item 
B is according to specification. As there ii  . 
no feedback, there can be no control system in- 
stability In the usual sense. 

_-r4 
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(U) For one special case, the precision 
of control is limited only by the performance of 
the computer. Let the uarrcv band estimates be 
on the basis of a true average over a sample of 
finite duration. This can be with a sataple 
sliding along with time so that continuous cor- 
rection of shaker B can be _effected, or with a 
discrete sample in a series with the attenuator 
adjustment performed only at the end cf each 
sample. How let us introduce a time delay in 
system B eoual to the sample duration. Equal- 
ization of system B no longer involves a pre- 
diction. The sample subjected to spectral anal- 
ysis Is the sample for which the attenuators are 
adjusted. The adjustment can in principle be 
made completely precise regardless of the sample 
duration. 

(U) However, as the sample duration is 
shortened, the distribution for each narrow 
band becomes distorted. Aa an extreme case, 
imagine a narrow band channel of the spectral 
analyzer synchronlzer to operate on each half 
sine wave. In the excitation of the test item 
on shaker B, for the same narrow band, all am- 
plitudes become Identical. The result is a sine 
wave of constant amplitude but varying phase. 
The distribution is not Gaussian but approx- 
imately that of an ordinary sine wave. 

(U) With ail channels of the analyzer 
operating this way, the distribution at a fail- 
ure point within a test item becomes critically 
dependent on the bandwidth of the mechanical 
resonance with which the failure is associated. 
If the bandwidth is close to that of the ai.a- 
lyzev, the distribution will be close to that 
for o  single narrow band.  If the bandwidth is 

smaller, the amplitude will fluctuate scoevhat 
with tine. If the bandviith is much greater, 
the mechanicsl resonator will respond to many 
of the phaae-modul«rted sinusoids simultaneously, 
and the äisitribution will be mere nearly Gaussian. 
This Is not to say that such a system would 
never provide a useful test if it could be - 
achieved in practice. But there is no reason 
to expect its effects to be simply related to 
those of a Gaussian vibration test, 

(U) Now let us eliminate the time delay and 
thereby admit some uncertainty. As aa indication 
of the precision of control, we require the con- 
ditional probability that the rms value of a 
narrow band sample be within dx of Xj, where 
Xj is the rms value for the previous sample. 

(U) Suppose that in a large number of trials 
an event A is observed m times, and of these n 
are followed by an event B. Then the probability 
that the event B follows the event A is 

p,nU, _ n  P(A,B) p(BiA) = m = -Fnrr (1) 

where P{A,B) is the Joint probability of events 
A and B occurring, and P{A) is the probability 
that A occurs, 

(U) By such reasoning, the probability 
density that an rms value is within dx of x, 
after a value x^ has been measured is piven by 
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«bleb is the ratio of a Joint or twoxUnensional 
Gassl.to distributioB to an onUnaiy one-dlBen- 
sloeal Sausslan dXa^ributie». However, for tbe 
case at hand, we can ass-j«e jeqyal standard de- 
viations. 

a2 - a, (3) 

(U) low, p is the autocorrelation function 
of the ras value, for a tine delay equal tc tbe 
sample duration. To obtain a feeling for tbe 
way in which p{x2|x]) depends on saaple duration, 
we will merely assume that p approaches zero for 
long durations, and that It would approach unity 
for short durations if we Ignore any complica- 
tions from having half cycles of non-zero dura- 
tion. 

(U) When p approaches zero, p(x2 jxj) ap- 
proaches the distribution of xi, namely an ordi- 
nary one-diicenslonal distribution. If X2\xi, 
it is readily shown by shifting the exponential 
to the denominator, expanding it as a Taylor's 
series, and multiplying each term by (l-p2) I'2, 
that p(x2|xi) approaches zero as p approaches 
unity, or, in other words, an thesaaple dur- 
ation approaches zero. On the other hand, if 
X2 = xj, we have 

PU2U1) 

Ol(2tF)l/2(l-p2)l/2 

oi(2»t)l/2(l- 

which increases beyond limit as the sample dura- 
tion approaches zero and p approaches unity. In 
other words, the shorter the sample, the more 
precise the contrcl of rms value. This is Just 
the opposite of what one obtains by assuming 
that tho sample rms -alue must be used as an 
estimate of tht rms value for infinite duration. 

(U) However, if stability considerations 
did not limit the shortness of sample that can 
be used in a practical automatic equalizer, it 
still mi«ht be inadvisable to use very short 
durations because of the distortion that can re- 
sult In the probability distribution of the in- 
stantaneous values. 

FEEDBACK ÄHD IHSTABILITTf 

(U) He now proceed to tbe practical auto- 
natlc equalizer of Figure 2. There Is only one 
shaker and only one test item. ~ Harrow band 
levels are set by an attenuator bank preceded by 
a comb filter and followed by a mixer. A second 
coab filter operating on tbe measured excitation 
of the test item makes possible tbe computation 
of narrow band rms valuer, which are used to ad- 
Just tbe corresponding attenuators. He nov have 
a feedback system. As we «hall see, it iu pos- 
sible to have an instability such that attenuator 
gain fluctuate"! widely or even diverges frooi its 
proper setting. 
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AUTOMATIC EQUALIZER SYSTEM WITH FEEDBACK 



(0)   la this paper, «e wiU oat «ttcapt to 
ealcul«te tUs jbeaameaoa tat m. fare tmOtm si«- 
MI.   Bather, «e «ill sol«» «a caaier sitetitnte 
pnAlaa, frae «bidi tiw ^prasiiiate bdmrionr 
with nata or pseudo-raadaa sAeaals eu be to- 
kened.   He «ill eoaaiter oae aenmr head qntoa 
isolated ttKm the otho»« as la Figure 3, «id 
«awd to eontrol the ■egaitttde of a sinusoid.   lie 
«ill forth«' aaswe Ithat angr aedianlcal reso» 
eaaee in the aanow band is centered, that the 
e«ed>itKd effect of filter and re*«iaace is vjBf 
■etrieal about the center firequeoey * that the 
only addi^ieoal delagr or phase lag affecting the 
stability is in the averager, asd the detector 
sivplr generates a signal proportianal to the 
envelope. 
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SISGL£ NARROW BAUD CHABHEL USED TO 
COHTROL THE LEVEL OF A SINUSOID 

(U)    As the sinusoid is a steady signal, 
and our ultimate objective is to understand th^ 
effect of the feedback loop on fluctuations, ue 
must insert a perturbing signal as weJl.    A 
small perturbing low frequency cyclical voltage 
is inserted at a point where the envelope serves 
as the signal.    The mixer added to the circuit 
for this purpose is ajsiaaed net to load the av- 
erager or in any way effect the loop again.    Our 

strategr *• to caleolat« lour gads as a ftatetion 
of ftcqpenqr, «press this as a %^aist plot, 
aadrdetendne «hcther the respowe ta pertur* 
batioas oTer the freqnensar range of lnt«r«t is 
stable or say tend to iaereas« beyond Unit at 

. cee or aore ftreqaeaci«. 

(0)  ''AM»'the purtorbiae voltage 
the «ttesitator adjurtor, its effect is to 
iste toe sinaoid, tlwräv larodaeing siddbaad 
eignols «bos« phases and aagnitudes are depen- 
dent at, the «electiTlty curve. 

Oil   Bet the stunsoid fro* the oscillator 

v « V cos 2»ft (5) 

be nfdoXated tgr tbe latf-fre^ueney pertar%isg 
S^Mtl 

v   - Y   co« 2af t (6) 

to produce an aapJitude aodolated signal 

v     »» ¥[!♦«    so» 2» f tjcos Ztft 8B a 

• Vlcos Sift ♦ | cos 2={f*fB) 

t ♦ # ccs 2iif-f 
'■-* 

(?) 

wbere s la a so-lulatlon coefficient nontal by 
between zero and imiXy. The final fom above, 
obtained by a.jplylag trig<»0Betric identities, 
expresses the nodulated sinusoid as the sua of 
three constant aaplltude signals of different 
frequency—a carrier, a lower sideband signal, 
and an upper sideband signal. 

'tn Ue now pass this through acy aechan- 
ical resonance associated with the shaker and 
armature, and the narrow-band filter within the 
feedback loop and determine what ha* happened 
to the envelope. We assuse each sideband signal 
beeoacs Euitiplied by a factor a, less than 
imity, relatii'e to the amplitude of the carrier, 
that the lower sidntsud signal Is shifted by a 
total lead angle 3S, and that the upper sideband 
is shifted by a total lag angle also of esagni- 
tude 0. This yields a signal of form 

/     = V/c am        I 
'cos 2Bft ♦ «- cos[2n{ftf  )l-t\ 

c m 

♦ |S cos[2T{r-f!i!)t+0)( 

= Vll ♦ am co8(2nf t-0)]cc3 2-ft (8) 

(U) me  see that the envelope la diminished 
by a factor a, the same as the sidebands, and 
delayed by a lag angle equal to the shift angle 
of the sidebands, but equivalent to u auch 
longer time interval. In fact, if the upper 
half of the selectivity curve of the ouobined 
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ÖI)   IB additlflBa tht mnn&m 
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(0}   Before «ttanptins « GjyfBist plot, w 
anat e^resc tte fmcgoiing to eonpies «qiow»- 
ttal «r rotating «estor fara as apytrnvi to 
dealing eol/ «ItJ» tte igrojeetlen on fc-a axis of 
reals.   Ratter tten Igr Sgastien i6), tte |*i>- 
twining rBltag» ia tac&etmseA Igr 

X 

}2*tt 
(9) 

(U)   the loop gal» la aeaa«cred «1th tte 
averager dlseooneeted free the nlxer, but It la 
asswed that tte nlxer, which is Inserted io 
tte circuit nereljr to facilitate the analysis, 
has no loading effect on tte tnrerager.   tte oat- 
put voltage to this duaagr load is 

BVe 
-J(#«y2*ft 

(10) 

and consequently, the loop gain is 

A « -J. » c«B(¥/yBje"',j(**e)     (11) 

(U) Let us coc^lcte the feedback loop. 
The signal v   delivered now to the sixer is 
given by 

v. ■ A(v *v.) d    ma (I?) 

fro« which the gain with feedback tacotses 

,,1  1-A  l-^BWV )e-J(,»*e) 

(13) 

where, fnr automatic oontrol, the circuit is 
connected that for low frequencies A is negative. 
Then, at these frequencies, if A is large, (! 
has unity magnitude, maintaining v. equal in 
magnitude to v , so that the signal delivered 
to the shaker Ts free of the corresponding 
fluctuations in envelope. 

(0) The Hyquist plot is a plot of the 
complex quantity A versus frequency. Three ex- 

mrm gtiw In fS«ara k, 
mttanir wltfc 

with 
in n sfiral 

aitenfc tte ori«in.   Ite eaw Cor nhiek tte plot 
passes timMcfe «te 1» 0 point (n&an kb) i« tte 
ttecnUcal laMtertr Uf an tte stnUn aad tk* 

tbic polnt^C u lignite, aaa a ■IMautant   - 
vcrintian in envslaps em snntnln itsalf «itte 
ant snr tependenee on tte pertnMag inpnt«   If 
tte ctmtt cnetrelM tte 1,0 point as in Ffcare 
he it folloas flro» tte tteoty of rssidoes in 
tte eenplez pine ttet ttere is at lasst one 
pole (i.e. C is infinite) far n ea^lex fireqnen- 
«7 earre^oodlng to n slmsold inereaslng «x- 
ponentinllyvltn tlae.   lids «ill increase be- 
yond Unit or until tte ayste« ts owerlcadcd.     . 
Ite afste» is unstable.   Finally, if tte cwre 
neitter pnsaea throo^i tte 1,0 point war en- 
circles it (Figure %*>, aogr pole corresponds to 
a simisoid decaying esponentlally with tine, 
and tte syste« is stsSrle. 

(o) STABLE 

(MMARGMAL 

UNSTABLE 

FIGURE 4  NYQUIST 
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(D) Tar mmt practical pupoMs, the ftt- 
ttm «111 te mt&l» it the loop gain rtrmm tre- 
«natMy dBenuea below oaitj before tiw jtese 
ablft reales lÜO degrees. Beferrii« Iwek to 
our litijMe of aoduletiaB, fUtering and de- 
tection, «e can readily ahow tlwt a narrow tend 
filter conaiating of a kigb-Q aiaple resonant 
circuit, acting on the Modulated carrier, is 
equivalent-to a single B-C low-pass filter be- 
jdnd the detector and prodoMS a 90 dejpree shift 
of the highest frequencies in the envelope. 
Such a filter plua a ■ecfaanical resonance of 
comparable bandwidth are equivalent to two cas- 
caded B-C low-pass filters, with * total phase 
shift of i80 degrees. If, now, the averaging 
network is an actual B-C lew-pass filter with a 
3dB loss frequency in the saae range as the 
othera, the total is 270 degrees, and the phase 
shift as a ftanctlon of frequency vlll reach l80 
degrees before the loop gain decreases very maeh. 
With "njr practical loop caln, the system Is un- 
stable. 

(U) In typical situations, the phase shift 
■ay be even nore rapid. A narrow band filler 
nay Involve wore than one tuned circuit and 

rhence produce sore phase shift In the pass band. 
(However, this ma;' result in holes la the re- 
sponse in the crossover frequency regions when 
the various narrow bands are suamöd to recon- 
struct a broad band signal.) Any additional de- 
lay c phase lag in the practical feedback loop 
compounds the problem. To stabilise the feed- 
back loop, it becomes necessary to lover the 3 
db frequency of the averaging circuit until the 
loop gain decreases below unity before the fil- 
ter, any mechanical resonance and any addition»! 
delaj produce as much as 90 degrees shift. This 
in effect usually requires that l/2itfC must be 
less than R in the P.-C averaging circuit for f 
much less than half the bandwidth B of the 
narrow band filter. 

l/2itfC < R for f « B/2 or .iBCR >» 1. (11*) 

This Is rrrjghly equivalent to saying that the 
time-bandwidth product must be much less than 
unity, but the reasons at this point are sta- 
bility and stability margin rather than stat- 
istical significance, 

(U) There will be minor difference ac- 
cording to whether the averager is an R-C low 
pass filter or utilizes a true integrator. It 
is readily shown that the complex ratio of the 
output voltage of a single R-C low pass filter 
to the input voltage is 

vj - eJ^ 
(ii) 

Ihe average over a duration T is related to the 
input hy 

vo e-J2.f(t*T) i« ej2«irtÄ 

Wi     ^ t 

1 - e J2.« 
(17) 

2vf 

(ti) This tends to follow the saae trend, 
but there is a cyclic variation In magnitude and 
phase according to whether f is such as to make 
T an Integral number of periods. This is clear- 
ly the more complicated behaviour. 

(U) There will also be minor differences 
according to whether there is a linear or square 
law detector, whether the source of signal in 

^raetiee^s^raadö^'ea^pseudOT^cicB,' andTrtietHer ~ 
a sechanical resonance is centered in the narrow 
band, 

STABILITY WITH A RANDOM OR PSEÜD0-RAHD0M SOURCE 

(U) The conclusions in the previous section 
about loop gain and stability would be unaltered 
if there were two or more perturbing frequencies 
or if the source supplied a modulated sinusoid 
with a complex wave envelope. Consequently, if 
a very slow single-frequency sveep were super- 
posed on u random excitation, the stability 
criteria would apply accurately—at least when 
the signal frequency coincides with the center 
of a symmetrical narrow band, 

(U) With a pure random signal, the envelope 
fluctuations result, not from Interactions of 
sideband signals with the carrier, but from 
beating of one sideband signal with another. As 
the widest separation of such signals in fre- 
quency is twice the maximum separation from the 
carrier when present, the envelope fluctuations 
may be expected to extend higher in frequency. 
However, there is no reason to expect the sta- 
bility criteria to be affected by more than a 
factor of two. 

(U) Actually, n narrow band random voltage 
can be expressed as 

vo   l/J2nfC 

1      R + l/J2irfC        1 + J2itfCR 
(15) 

which approaches an inverse proportionality to 
frequency with a 90 degree phase lag. For '.he 
averager involving a true integrator, let the 
applied voltage be 

v = Vcos(2iift-0) (10) 

where both V and 0 are random functions of time. 
While this can not be expressed in terms of a 
modulated carrier as in Equation (7), there is 
a similarity of form. 

(U) A rigorous treatment of the pure ran- 
dom case in statistical terms would involve more 
sophisticated concepts than we have used in this 



paper, and the existence of a nonstatiaiMzjr «Jff- 
ml «ben the «reresing tl«e is short sad level 
conreetioas «re large. Howerer, «e can dbtala 
a qualitative feellns tor the stability prdhljm 
tar noting that the autoeonrelation ftmetion of 
the output of a narrow head filter is an expo- 
nentially decaying oscillatory funetioo of ti»> 
delay. So also is the autocorrelation function 
of the envelope, hut transposed to lower flre- 
quencies. Accordingly, if the averaging tiae is 
so tbori that the delay of the feedback signal 
corresponds to a large value of the autocorre- 
lation function, the phasing nay be such as to 
cause Instability. There is no reason to ex- 
pect Murkedly different befaaviour with a pseudo 
randoa excitation. 

wsraiHUinoi DISSOBTIOI         ^    " ^3=— 

(U) But »ere stabili^r^nay not be enou^i. 
The effect of negative feedback in the frequency 
range in vhlch It is effective is to eradicate 
any fluctuations In the envelope, whatever the 
origin. If A In Equation (13) is negative and 
large this laplles that the narrow band peaks 
resulting fTon a randan input will all be con- 
trolled to almost the saae level. The distribu- 
tion will tend to become similar to that of a 
sine wave, as in the section on equalization 
without feedback. If, however, the loop gain A 
should be positive in any frequency range, even 
though no instability results, this implies that 
the range of peak levels will be spread. The 
distortion will he of the opposite kind. Conse- 
quently, for the narrow band distribution to re- 
main accurately Gaussian, the loop gain must be 
kept close to zero by the averaging circuit ex- 
cept at very low frequencies of the envelope. 

COBCLUSIOM 

(U) The familiar criterion expressing the 
uncertainty of a power spectral density estimate 
in terms of a time bandwidth product is not di- 
rectly applicable to the typical automatic equal- 
izer. It is ordinarily desirable to have the 
product large, but for reasons of stability, 
stability margin and narrow band Gaussian be- 
haviour rather than statistical significance. 

(U) Pseudo-random excitation may find use- 
ful applications in vibration testing, but there 
is no reason to believe that it «ill lead to a 
significant increase in the rapidity of auto- 
matic equalization. When test times become so 
short that equalization time becomes a serious 
matter, the test conditions may be questionable. 
Even if it were possible to equalize to perfec- 
tion Instantaneously at the beginning of test, 
damage to the test item is likely to be far from 
reproducible. For qualification purposes, it is 
generally desirable to have some margin built 
into the test conditlons—ir level, duration or 
both. 

(U) Finally, not all pseudo-random signals 
proposed for application to vibration testing 
satisfy the criterion of a Gaussian narrow band 
distribution. If the criterion is to be vio- 

lated, tills should be done eaoselously for the 
sake of attainable uuA wartiwhlle advantage. 
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A IBOESSIOI STODV Of THE VIBRATION KESPONSE OP All EXTEBWU. STORE 

Carl A. Golueke 
Air Fore* Flight Dynaaics Laboratory 

Urlsbt-Pattcraon Air Force Base, Ohio 

IteCkfnt vibration prediction techniques for flight vehicles in their 
preliainary design stages oftentlaes consider dynaalc pressure as 
an jjBportant paratueter related to excitation and surface density as 
a significant paraaeter rotated to vibration response. This paper 
presents the results ot a statistical study in which a stepwise 
regression coaputer prograa was used to deteraine vibration aapli- 
tudes as a function of dynaalc pressure and structural surface 
density. It was deteralned that vibration aaplltudes Increased with 
dynaalc pressure, and for the case studied, the vibration response 
was found to be related to dynanlc pressure raised to a power 
ranging between one and two. Dynamic pressure was effective only 
above 80 H2. The effects produced by adding a surface density 
paraaeter were aild. The use cf surface density weighting in the 
prediction equation improved the results in the frequency range 
froa 50 to 630 Hz. 

INTRODUCTION 

Vibration prediction for flight vehicles 
in their early design stages is very difficult, 
especially for the higher frequency regime. 
One difficulty is the lack of design detail 
chicb is necessary for analytical approaches; 
therefore, one is forced into using empirical 
methods which are dependent upon past measure- 
ments. A review and assessment of the various 
vibration prediction methods can be found in 
Ref. [1]. 

It is the purpose of this paper to develop 
more confidence in the empirical approach In 
the area of higher frequencies by using flight 
test data in which dynamic pressure and surface 
density are known. Statistical confidence 
levels are also presented to permit a more con- 
servative vibration prediction. 

A well known prediction scheme is the 
Mahaffey-Smlth method, Ref. J2J. This method 
follows the  concept of first predicting the 
sound pressure level distribution over the 
vehicle in each octave band and then determi- 
ning Che corresponding octave band acceleration 
at a particular confidence level from plots. 
This method Is convenient to use, but it does 
not include provisions for accounting for 
structural differences. 

In order to account for somt of the 
structural differences, Franken, Kef. (3J, 

suggested classifying missile structures into 
categories based on weight parameters and using 
this in his vibration prediction method. 
Piersol, Ref, [4], also suggested classifying 
aircraft structures into categories based on 
mass surface densities and using this in his 
prediction equation. Very little experience 
has been obtained on complex aeronautical 
vehicles to determine the validity of this 
approach, and therefore, the following study 
was conducted using flight test data from a 
relatively complex structure as basic input 
data. 

APPROACH 

D&ta from a previous flight test measure- 
ments program conducted by the Air Force Flight 
Dynamics Laboratory was used. The vibration 
data were obtained from external wing and fuse- 
lage mounted munitions stores. The selection 
of this particular data was based upon the fact 
that almost all of the excitation was due to 
boundary layer phenomena, and the stores con- 
tained accelerometeis that were mounted on 
distinctly different types of structure within 
the stores. The data Included flight con- 
ditions from Mach 0.65 to Mach 0.88 n  3,000 
foot altitude, and it was analyzed 1 i one-third 
octave bands. Eight pickups were m'unted on 
Identical light structure. Four 'ickups were 
mounted on niedium structure. T'iree pickup." 
were mounted on heavy structu'ej. The pickups 
were mounted in the ver'l.ai, lateral, and 
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loafitudlnal dlrcccioa with respect to the 
•to««. For the purpose of this paper, the 
light structure will be referred to ar the 
bulkheads, the aedlui structure as trjsses, 
and the heavy structure as hardbacks. The 
hardback is the ■ein load carrying structure 

-of^the scorer FSgr^l t« a photograph of the  ' 
bulkhead. The thickness of the panel ms 
0.060 laches and the thickness of a channel 
behind the panel (not sboim) was also approxl- 
■ately 0.060 inches. Fig. 2 is a photograph 
of the truss with a weh thickness of approxi- 
■ately 0.3S Inches. Fig. 3 is a photograph of 
the hardback and the thickness of the material 
at the acceleroaeter location was approxtaately 
0*68 inches. Surface densities of 1.8, 5, and 
10 lbs/sq ft were calculated for the bulkhead, 
truss, and hardback respectively. 

Fig. 3 - Acceleroaeter Location on 
Hardback (Heavy Structure) 

Fig. 1 - Accelerometer Location on 
Bulkhead (Light Structure) 

Fig. 4 shows a three diaensional plot of 
the average vibration amplitudes as functions 
of frequency and airspeed Cor all fifteen 
acceleroaeters. The envelope peak in the 25 to 
31.5 Hz range is a normal mode of the  store 
and Its suspension system. Fig. 5 shows indi- 
vidual spectra for the average amplitudes of 
each of the three types of structures. It nay 
be noted from these curves that the heavier, 
more massive hardback structure responds less 
than the other structures in the 40 to 2500 Hz 
range. This indicates that a factor such as 
surface density (SD) can be used for increasing 
the accuracy of a prediction technique. How- 
ever, tt is also to be noted that the use of 
this factor can result in errors in certain 
frequency ranges, e.g., the 630 to 1250 Hz 
range where the truss response exceeded the 
bulkhead response for the type of structure 
being considered. 

10   20   40   10   «0  9» «30 2902900 
ONC-THtKC 0CTM UNO CCNTCR fUCOUCNCT-HT 

Fig. 4 - Mean Acceleration Amplitudes 
of Munitions Stores for All 
Accelerometers, Frequency Bands, 
and Airspeeds 

Fig. 2 - Accelerometer Location on 
Truss (Medium Structure) 
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Fig. 5 - Average Vibration AMplltiutes 
for Each of the Three Structures 

In order to further examine the use of SD 
for vibration prediction purposes, a stepwise 
regression conputer progran was used in an 
analysis with three variables: dynaaic 
pressure, surface density, and vibration ampli- 
tude. The regression technique is a useful 
tool which computes a sequence of oultlvariate 
linear regraseion equations in a stepwise 
oanner. At each step, one variable is added 
to the regression equation. The variable 
added Is the one which results in the greatest 
reduction In the error sun of the squares. 
Equlvalently, it Is the variable exhibiting 
the highest correlation after partialing on the 
variables which have already been added. 

V only or "SIT only or both. A auch better 
correlation la obtained by wing both in the 
region below 630 Hs. It ia to be realised that 
these carves contain averaged results from all 
of the pickups at each 0.05 Nach increaent. 
It ie also to be noted that the eorrelatloa 
with "qM increases toward the higher frequen- 
cies, and the correlation with "SO" decreases 
totmrd the higher frequencies. 

The regression program alao calculates 
the "SD" exponent and Its aasoclated standard 
deviation. Fig. 7 is a plot of this exponent, 
and it indicates^that It Is quite small (less 
than 0.25). 

 tuncc MMTT a otmm 
...MmaKMHTVONLT 

omaMc naaiK MLT q- 
S        40 «0 WO M (30 CM 

ONC-TMW OCIWC MM COITBI naOUOKr-Hl 

Fig. 6 - Trend Curves for the Effect of 
Using Dynamic Pressure, Surface 
Density or Both 

STEPWISE REGRESSION ANALYSIS 

The basic equation was of the form 

Gm,a ■ Kfli_ 
(SD)1 

where "K" Is a regression coefficient, "b" 
and "a" are exponents to be determined, "Gj^g" 
Is the one-third octave band acceleration, "q" 
Is the dynamic pressure In Ibs/sq ft and "SD" 
Is the structural surface density In Ibs/sq ft, 
For this study, because of the complexity of 
the structure, the thickness of the structure 
to which the accelerometer was attached was 
used for calculating "SD". The variables in 
this equation were transformed into logarith- 
mic form to obtain the following linear 
regression equation 

log Gr 

RESULTS 

log K + a log q - b log SD. 

The above program was used to determine 
the multiple correlation coefficient "R" 
within the frequency range of 40 to 630 Hz. 
The results are shown in Fig. 6. The corre- 
lation trend curves were constructed from a 
third degree polynomial curve-fitting program. 
The curves indicate the effectiveness of using 
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Fig. 7 - Surface Density Exponent "b" 
as a Function of Frequency 

In order to investigate the correlation 
with dynamic pressure and to establish what 
frequency regions the correlations were high 
and low, an analysis was accomplished by using 
the output of each pickup for tach of the six 
airspeeds In each frequency band thus resulting 
in AOD separate curves. High correlations were 
found In all bands above 80 Hz. Fig. 8 shows 
this characteristic for the average R of the 
fifteen pickups. 
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altitude.   Tb« dynalc prcMur* and«; thi« 
flight conaitim WM 751 Ibs/sq ft. 

Fig. 8 

■000 M 

Correlation of Dynoaic Prewrote 
with Vibration Reaponse 

The regreaaion coefficient (K) and the 
exponent of dynanic preasure were obtained fro« 
the progras for each frequency band and for all 
fifteen pickups. The regression coefficient 
ranged fro« 0.016 x 10~5 to 13.03 x 10"5. The 
exponent of "a'Lranged frcBjuaiLto, 2.04. 
There was no distinct trend in the "K" and "a" 
values in adjacent frequency bands over the 
full frequency range. 

Table 1 shows the values of the regression 
coefficients and the 60Z and 9SZ confidence 
limits. Also, the values for the exponent of 
dynamic pressure and the exponent for the 
surface density are shown in the table. Appli- 
cations of the results of the regression 
analysis are shown in Fig. 9. This plot shows 
the comparison of the maasured average v.' ra- 
tion amplitude with the results of the 
regression analysis for a "q" of 3025 Ibs/sq ft 
and 564 Ibs/sq it.    In general, there Is good 
agreement between the average values of 
measured data and tlie results of the regression 
analysis. 
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Fig. 9 - Comparison of Measured Average 
Vibration Amplitudes with Results 
of the Regression Analysis 

A plot was prepared (Fig. 10) to show the 
scatter in the data and to compare the regres- 
sion line, the 60 percent confidence line, and 
the 95 percent confidence line with all the 
measured data points at 0.75 Mach at 3000 feet 

R&'RESSIOM 
'!! i; LIME 

Fig. 10 - Regression Line and Confidence 
Limits when tiding the Regression 
Model for a Dynamic Pressure of 
751 Ibs/sq ft as Compared with 
the Measured Data 

LIMITATIONS 

The following limitations apply to the 
results of this study: 

a. Extrapolations below 80 Hz are uot 
recommended. 

b. "q" ranges are between 500 and 1000 
Ibs/sq ft only 

c. The data used in this study was from 
a store configured without tail fins. In 
general, application of the results of this 
study should be limited to stores without tall 
fins. Further work, using data from several 
stores, is required for a more general vibra- 
tion prediction method. The reason is that the 
in-flight fluctuating pressure environment, 
which Is the principle source of excitation, Is 
Influenced strongly by the store suspension 
racks which are standard equipment and commonly 
used for many types of stores. For the store 
in this study, the fluctuating pressure 
coefficient P/q (root mean square fluctuating 
pressure divided by the dynamic pressure) was 
found to range from .011 to .02, except in 
areas ntar the racks and away braces [Ret. 5). 
Measurements of flow turbulence aft of store 
suspension racks have Indicated P/q • .03 in 
the transonic flight speed range. Stores with 
tail fins which are subjected to this high 
level of turbulence generally experience higher 
amplitudes of vibration than stores without 
tail fins. 

CONCLUSIONS 

This study presents a detailed empirical 
structuring of measured data to formulate a 
vibration prediction equation which contains a 
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TABLE i 

NUMERICAL V/M.ÜES FOR CrMe rms SOBV 

FRBQ. 

lot 10-5 — — - "-,—= 

lUII •v K 
601 

^CONF. ^ CONF. 

80 0.052 0.059 0.126 1.710 0.146 

100 0.829 1.010 2.190 1.344 0.158 

120 0.088 0.112 0.259 1.692 0.169 

160 0.106 0.148 0.379 1.718 0.187 

200 0.016 0.023 0.057 2.041 o.m 
250 0.135 0.202 0.556 1.761 0.212 

315 0.284 0.415 1.167 1.696 0.216 

|      400 0.627 0.815 2.361 1.701 0.204 

500 0.136 0.188 0.494 1.896 0.164 

630 0.313 0.359 0.864 1.83r 0.071 

800 0.9% 1.121 2.261 1.678 0 
1000 1.373 1.603 3.695 1.645 0 
1250 13.009 13.541 22.880 1.320 0 
1600 0.396 0.403 0.676 1.805 0 
2000 4.465 5.050 10.160 1.462 0 
2500 2.735 3.269 6.483 1.555 0 
3150 5.582 6.651 14.336 1.444 0 
4000 3.694 4.302 7.538 1.470 0 
5000 4.393 5.737 14.370 1.422 0 

regression coefficient, a dynamic pressure ex- 
ponent, and a surface density exponent. The 
results Indicate that this approach Is reason- 
able for the type of external store under 
consideration. It Is shown that the dynamic 
pressure Is closely correlated with amplitudes 
of vibration response throughout the frequency 
range of 80 to 3000 Hz. The effect of using 
a surface density parameter appears desirable 
only between 50 and 630 Hz.    It Is suggested 
that further similar efforts be conducted on 

other structures to gain more statistical 
confidence. 
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DISCUSSION 

Mr. Evtim (Kaval Wemons Evaluation 
Faciltty); Qmld yoa dtfiae Uie sarfac» dräslty 
fanctkm? 

Mr. Golaeke; Some call it surface mass 
density. We found intuitively that things that 
are extremely heavy, especially in the high 
f requerxy region, do not tend to respond as 
much as some real light structural elements, 
hi this particular study ve took the thickness 
of the immediate structure to which the accel- 
erometers were attached and used that as a 
function. When that mass density increased. 
It was in the denominator, it meant that the 
vibration level was decreasing. We looked at 
this in the regression study to see how much it 
goes down, if it is twice as thick does it go down 
to half as much? No it does not, only to a 
factor of about 0.25. We have been doing this 
for a long time even in our test specifications. 
All this says is that we do not have to vibrate 
a great big heavy object as much at high fre- 
quencies because the energy does not come 
through. 

Mr. Curtis (Hughes Aircraft Company): 
I noticed that you did not use a Mach number in 
the regression analysis. Was this for some 
conscious reason or for convenience? 

Mr. Golueke: No, fortunately or unfortu- 
nately, we always flew at 3,000 ft. so the dy- 
namic pressure at a Mach number was directly 
correlated. You could not take a Mach number. 
We stayed at this same altitude so whether you 
use a q or a Mach number these coefficients 
will be different. But had we gone to several 
different altitudes we should have used a q. 
So I related it to the q. Actually we did go to 
some other altitudes. 

Mr. Clevenson (LaT T\ey Research Center): 
Did Piersol do this regression analysis for 
you? 

Mr. Gcluefce; No, we did that separately. 
I mentioned in the first put of the paper that 
we noticed that Piersol in his formulations used 
the surface density function, and we checked it 
out separately. 

Mr. Cievenson; We enlisted the aid of 
Piersol in doing some similar regression 
analyses for predicting the environment of 
spacecraft of launch vehicles. He used other 
vehicle data to predict Ute Lunar Orbiter 
vibration environment. In a paper that I gave 
a couple years ago we showed that regression 
analysis usually ends up, as it did for the Lunar 
Orbiter, very very conservative giving values 
much higher that would be actually experienced 
in some cases. You did not really point out 
where this regression analysis would be useful 
other than after the fact. 

Mr. Golueke: That is right. ! read that 
paper. That regression analysis was only for 
that configuration. I would like to emphasize 
that this is good only for this store, and as I 
mentioned in the beginning, we are looking for 
trends and you might be several thousand per 
cent off trying it some place else. 

Mr. Martin (Langley Research Center): 
From the table where you listed the different 
A's and B's and so on, are you using a differ- 
ent regression model for each frequency band 
in making these final predictions ? 

Mr. Golueke: No, the model is the same. 

Mr. Martin:  Did you use different expo- 
nents for each frequency band? 

Mr. Golueke: We use the model separately 
for 1/3 octave bands. One might look at a 
particular 1/3 octave band and find a high 
constant and a low exponent.  In the next band 
it might be just the opposite.  This regression 
program gives the best fit for that particular 
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sftoatton. Each frequency band Is separate. 

Mr^lfarttn; Save yon considered, or is 
it eeyond the realm of possibility, including a 
frequency fauction in your regression model? 

Mr. Golnete; Yes, we have considered 
that and we have noted some kind of a trend 
in these exponents, and we took the polynomial 
curve through the exponents to see if we conic 
collapBeti casein^ a more rational trend, ft 
worked out pretty well, bot I am not in a 
position to pat that forth right now. 
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mcnft AMLTSIS or yvnmat sncnuu. DATA 

FftGM MULTI-UKATtOM MEASUtQUnS 

Rotert C. MerU« 

Air Fore« Plight Djüsmica Laboratory 

Hrlght-Patterson Air Fore« Base. Ohio 

Factor analysis c«ciwlqiies ar« aaployed to clwaify a niwber of 
acnactnral Vibration spectra iaco a •■aller maker of groups la 
such a faahioo that pairs of spectra selected frosi the saae group 
have slailar spectral profiles while pairs selected fro« different 
groups have dlssiailar spectral profiles. These groups «re 
coapared with other classifications obtained by usint various 
observable structural characteristics. To detemine the applica- 
bility of such grouping to the vibration prediction pcoblen, 
statistical tests are eaployed to detemine whether aeasured 
vibration spectral densities and coeputed regression statistics 
relating vibration to dynaaic pressure were significantly nore 
unifora in value for spectra selected from within groups than for 
spectra selected froa different groups. 

umODUCTION 

Vibration surveys of aircraft or geoaet- 
rically coaplex extended structures of any kind 
are typically conducted by recording for 
several seconds Instantaneous acceleration 
tine history data froa nmerous vibration 
sensors installed at vailous locations and 
directions throuehout the structure. Using 
coeputers or special analysis equipment, these 
random time series data are transformed to 
mean square acceleration per Hertz in each 
frequency uand within the full range of 
Interest. When plotted against frequency, 
these spectral values appear as an uneven 
sequence of relative maxima and minima of 
irregular amplitudes. The number, position, 
and magn  «le of these spectral maxima and 
minima depend very strongly on (1) the spectral 
distribution of tiie input excitation forces, 
(2) the detailed local structural geometry in 
the neighborhood of the measurement point, and 
(3) the mass density, stiffness, and energy 
absorption characteristics of the materials 
?rom which the structure Is made.  For a given 
structural system or configuration, one might 
hypothesize that all of these geometric 
characteristics and structural parameters will 
affect the observed vibration spectra in such 
a fasiiion that the measured spectral plots can 
be classified into a rattüT small number of 
groups characterized by (mil. similar withln- 
group spectral profiles and by very dissimilar 
between-group profiles.  The purpose of this 
paper is to show how such a classification 
system for sensor locations can be obtained 

froa spectral data by using factor analysis 
techniques that are comsanly eaployed to de- 
fine a large number of interrelated variables 
in terms of a auch smaller number of more or 
less independent underlying factors.  Inter- - 
relations among several variables are expressnJ 
by coefficients or correlation which are 
computed for the spectra of all pairs of 
sensors. These coefficients range froa -»-1 to 
-1, the +1 Indicating a perfect matching of 
spectral peaks and valleys with proportional 
amplitudes, and a -1 indicating a perfect 
mismatching of peaks witn valleys, and a zero 
Indicating no consistent peak and valley 
relationship. Graphical illustrations of 
correlation between two spectra are shown in 
Figure 1. Each of the plotted observation 
points represent spectral values at the same 
frequency band for two different measurement 
locations. 
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Then pairs of sensor locattoas having row 
coluwn intersections within any of these 
blocks would have highly correlated or similar 
spectral shapes while sensor pairs having row 
colon intersections outside these blocks 
would have poorly correlated or disslailar 
spectra. Senaor groupings obtained In this 
fashion are then coapared with groupings 
obtained using various observable structural 
characteristics to ascertain their physical 
origin. Finally, the significance of such 
groupings in the vibration prediction area is 
examined. 

SUMMARY OF VIBRATION DATA 

The engineering results obtainable with 
this factor analysis technique are best 
described by illustrating its application to 
some specific data. Aircraft external store 
data used for this purpose consisted of twenty- 
seven third octave band spectral measurements 
taken at fifteen sensor locations at six 
different Mach numbers on munitions stores 
carried under the wings and fuselage of an 
RF4C aircraft. Some structural characteristics 
of the sensor locations are shown In Table 2. 
These structural characteristics which will be 
referred to later include the store location; 
wing or fuselage; the type of structure: bulk- 
head, truss, or keelspar; the directional 
orientation; vertical, lateral, or fore and 
aft; the axial position: forward, midsectlon, 
or aft; and the vertical position: upperslde 
or li werslde. 
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Tha third octave baods are the comcntlonal 
ones ccatcred at the following frequeiscios: 
12.5. 16, 20, 25, 3i.5. 40, 50, 63, «0. 100. 
125, .160. 200. 250, 315. 400, 500. £30. 800, 
1000. 1250. 1600. 2000. 2500. 3150. 4000. 
5090 Hx. Coaplete spectral data froa all 
fifteaa sensors were taken at 3000 feet alti- 
tude at aix airspeeds: Nach .65. .70, .75. 
.80. .85. .88. corresponding to dynaaic 
pressures of 564. 654. 752, 856. 965. 1025 psf 
respectively. 

GOMPin-ATION OF 0DRKE1ATION MATRIX 

Spectral data et each Mach ntaiber can te 
arranged In a matrix of fifteen row variables 
each representing a vibration sensor and 
twenty-seven coluam observations each repre- 
senting a spectral value at successive third 
octave frequency bands. The correlation 
■atrix aaong the fifteen vibration sensor 
locations nay be coaputed directly fron this 
array through the following stepwise sequence 
of data processing operations. Step 1: 
Compute the mean value of each row and sub- 
tract this value from each element forming a 
modified row with zero me&n. Step 2: Compute 
the mean square value of each modified row and 
divide its square root into each element forming 
a new row with a ■ncan of zero and a mean square 
of one. These row elements are referred to as 
the standardized spectral values. Step 3: For 
each pair of rows compute all the cross- 
products of corresponding observations, then 
sun and average. The resulting value is the 
coefficient of correlation between the spectra 
of the two sensor locations associated with 
the selected rows. Step 4: The computed 
correlation coefficients for each pair of rows 
are then arranged in a fifteen by fifteen 
symmetric matrix. The off-diagonal elements 
are the correlation coefficients relating the 
row and column sensor locations and the 
diagonal elements are all ones, expressing the 
spectral correlation ot each sensor location 
with itself. The correlation iiatrix for the 
spectra of the fifteen sensors at Mach .88 is 
shown in Table 3. Note that high and low 
values of the coefficients of correlation are 
more or less randomly distributed throughout 
the array. If the ordering of the matrix rows 
and columns were changed, the values of thn 
matrix elements would appear in rearranged torm. 
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FACK« ANALYSIS SOU1TI0R 

The high degree of intercorrelation anong 
Che fifteen sensor locations, shown in Table 3, 
indicates one or aore coaaon factors are 
influencing the spectral shape. The oathe- 
Mtlcal theory for deterainicg both the number 
of such coaaou factors and the relative 
Influence of each factor on each of the sensor 
location variables is given by Harry H. Hanaon 
in Modem Factor Analysis, Ref.fl]. Basic 
concepts and their aatheoatical formulations 
are suaaarized in the appendix to this paper. 

In terns of the factor analysis model, 
each standardized spectral value Vj^ tor 

sensor location J and frequency i can be 
expressed as a linear combination of a few 
»tandardlzed common factor spectral values 
Fpl and a unique factor spectral value Uw: 

n 
Vji-  I 

p-1 
aJpFpl+ dJUJi 

1  
1  
ni'lS 

.27 

.15 (1) 

The computation of fhe original correlation 
matrix and the factor loading coefficients, 
a.p and dj, was carried out using program BMD 
03H from Bio-medical Computer Programs, W. J. 
Dixon, editor, kef. [2]. Fur the correlation 
matrix of Table 3, only three significant 
common factors were found. The loading 
coefTlclents, a*-, having maximum variance 
(varlmax), are shown in Table 4 as A, B, and C. 
The loading coefficients, d., associated with 

the corresponding unique factors are also 
shown, but an excellenL approximation to the 
original correlation matrix could be obtained 
from the variables vw defined In terms of the 

common factor loadings alone.  in mathematical 
terras, th» coefficient of correlation rv,Vk 

between spectrum Vj and vk is given In terms of 

•j«k •JX «kl + «J2 •« ♦•••+ ■> «ta   (J*> 

Wien k - j this «xprewton «tcfiae* the « 
alley hj of apectna vj 

hj - «fi + afz + ..* + «I, - l-j| 

TABLE 4 

-    («CIM iMtiws tm fimia «imiita site»« 

Ob) 

« i c 
M M -M M 
M M M M 
M .n M M 
M  .V M M 
.a .■ .« M 
M  .m M M 
MM» -■ 
TK .a .» JI 

* ( c 
MM.» 
.n M m 
M » .n 
M M M 
M M  M 
M M  .% 
M .» .« 

.» 
M 
M 
M 
Jl 
M 

Since the suns of the squares of the loadings 
for each variable «bat equal one (geoMetrically 
they are direction cosines of angles between 
each of the factor axes and a line representing 
the variable), any factor with a leading 
greater than^j « .707 mist have a contribution 
to that variable exceeding that of all otbir 
factors cosblned. Applying the criteria to 
Table 4, one caw see that factor A is charac- 
terized by sensors 2, 4, 6, 8, 9, and 10; 
factor B by sensors 1, 3, 7, and 13; and 
factor C by sensors 11, 14, and 15. Sensors $ 
and 12 did not have predominant loadings on 
any one factor at Mach .88 for which these 
data are applicable. When the factor analysis 
of correlation matrices associated with the 
remaining five airspeeds were carried out, the 
same sets of sensors occurred together except 
for number 3 which dropped from large loadings 
on factor B to the last group (sensors S and 
12) without dominant loadings on any factor. 
In Table 3, Che correlation matrix was shown 
with the sensors in the sequence of arbitrarily 
assigned identification numbers. In Table 3 
the same correlation matrix is shown with the 
sensors associated with factor A listed first, 
those with factor B listed next, then with 
factor C listed last, and the remaining sensors 
omitted. Note that In this rearranfment of 
the rows and columns of the correlatior matrix, 
the highest correlations occur in the blocks 
along the diagonal with much lower correlations 
iu the off-diagonal blocks. The mean corre- 
lation In the off-diagonal blocks is 0.49 and 
in the diagonal blocks is 0.81 excluding the 
unit self correlations along the principal 
diagonal. The high within-group spectral 
correlations occurring in the diagonal blocks 
of Table S certainly suggests the Influence of 
some characteristics which are shared among the 
sensor locations within each associated group. 
What these characteristics are must be inferred 
by making various comparisons among the sensor 
locations within each of the groups and by con- 
trasting locations from different groups. 
Structural features and excitation conditions 
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PACIOR vmmsuaim 

Tiblc 6 sham the spectral group* and 
their structural characteristic* taken Stem 
Table 2. 

XARLE 6 

illJCIM«   CHUKIitltll»   <W   S««1H1 >III«IM »He:»» 

aa»> awi awe 
UMoiuim i   >   a HUB 
nfonKDM •   •   i 1   I   > 
WMIOLKIOt iff •   I   1 
tincnm »   »   « 1   t   » 
«ii« «»m* •   *   » •    •   • 
Mntc« routio« E      1 3     »     11 

None of these structural characteristics is 
unique to each group. Location is clearly not 
a babis of classification since both wing and 
fuselage positions occur in «11 three groups, 
likewise for axial position, since two of the 
three classifications occur In all three 
groups. Of the remaining structural charac- 
teristic codes. Group A contains only BIX and 
TVU combinations. Croup B only BVL and KVU, and 
Group C only TLÜ and KLU. It is not Intuitive- 
ly evident why these structural combinations 
should result in the kind of specrc^l corre- 
lations actually observed. Befor" •■eekir.g a 
plausible rationale for explaining these 
observed spectral correlations in terms of 
structural characteristics and other possible 
parameters, inquiry should first be made as to 
whether the spectral correlations are related 
in any way to spectral levels or to various 
statistics relating vibration to airspeed 
variations. If this were the case, spectral 
correlations would have a strong bearing on the 
structural vibration prediction problem and 
further effort would be justified in seeking an 
engineering interpretation of the factor 
groupings. 

aftec ■UMfiwtly 
«ttrafclai tfmeam «hick «Amt U* 

■fctral 

•f 

kpkCCfS» feoWl KT 
fair of hltfdjr eonelaMi 
n wlxMm «tttar oac of 
t differ appnciaUy la aapli- 

lawtla.   OMtlag thaaa eoaJactaBaa imt» 
the —ai hjpuli^ fan for aeatiaclcaUy 
taatlA« tha data at feaai. raaalta ia th* 
foUoains at« hyyutlwaUsd coacratta la «Uch 
tha aaaaor laeatlaa asafeara ia paiaatfeaa*» «a 
to ba taplacad by «iwetial ijaplUaJia Cor chat 
aaaaor locatiaa auabrt at cha fra^aaacy baad »f 
iataraat« 

There are ao statistically aigaificaat 
dlffetaacc* b«tk«eo the «eaa vibration levala 
■eaaotcd for group* ABC, i.e.: 

(1) A-B - 1/6 (#2 *H*t6*n+i9* #10)- 
1/3(11 + #7 + #13) - 0 

(2) A-C - 1/6 (#2 + #4 + #6 + 18 + W ♦ #10)- 
l/3(#ll + #14 + #15) - 0 

(3) B-C - 1/3 (#1 * 97 * #13)-1/3(#U ♦ #14 + 
#15) - 0 

nor do significant differences exist in the 
vibration levels between the two aost highly 
correlated spectra within each group. I.e.: 

(4) Group A: #2 - #4 - 0 

(5) Croup B: #1 - #7 ~ 0 

(6) Sroup C; #14 - #15 - 0 

These groups and spectral pair« ^sr« aotalned 
from correlation »>"? f^^cor analysis for all six 
airspeeds not Just the one illustrated above. 
To be useful in vibration prediction, the first 
three of these hypothesized zero contrasts 
should be rejected and the latter three not 
rejected since this would imply similar spectral 
amplitudes within groups of highly correlated 
spectra but significantly different amplitudes 
for poorly correlated spectra from different 
groups. 

Since dynamic pressure constitutes the 
primary excitation for the measured data, the 
statistical tests of these six contrasts should 
account for variations in this quantity. The 
statistical theory for tests of this kind is 
given by Heory Scheffe in "Analysis of Variance," 
Chapters 3 and 6, Ref. (3]. The actual 
computations were carried out using the General 
Linear Hypothesis, Program HMD 06V, from 
Ref. [2] cited earlier. All six of the above 
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2f tfetoi ät* 

las »jiW - «jt ♦ kid«« < - »o« «) 

or •fHiwaUatly 

•J1(0 - «»■J1(q/i),,t 1 - 1 27 
J - 1 15 

(3) 

ha q MMt no« b* tutcrptctcd as the 
•trie mum of tho ^maaic praaaurea. Ihia 
to be a «on naaooaUa pradiction aodel 

for thia kind of eaglaearlng data. Eatlaatea 
of linear coablnatlona of the a.^ aa «ell aa 

lodivldaal «alwea are eaally obtained. The 
alx contraata of the prewloua paragraph are 
clearly apeclal linear cnMblnatlona of partic- 
ular Internat. Applying appropriate atatla- 
tical teats at the 0.995 confidence level for 
all six contrasts slaultaneously but for each 
frequency separately, or about 0.S7 for all 
contraata for all i requendes, one finds the 
following results. Of the 27 frequency bands, 
vibration levels differ significantly at 19 
for A-B, at 17 for A-C, and at 18 for B-C. 
However, vibration levels also differ signifi- 
cantly between the two noat highly correlated 
spectra within one of the paired groups at 13 
of the 19 frequencies for A and B, at 14 of 
the 17 for A and C, and at 12 of the 18 for 
B and C. Thus, the first conjecture that 
Vibration levels differ significantly between 
two groups of vibration spectra ktaicb exhibit 
high correlations far within-group pairs and 
low correlations for between-group pairs does 
not bold consistently at all frequencies and 
«here it does hold the second conjecture, that 
pairs of highly correlated spectra froa within 
a group would not differ significantly in 
aaplltude levels, usually fails. 

REGRESSION STATISTICS FOR CORRELATED VIBRATION 
SPECTRA 

In Che course of preparing a companion 
paper for this «ynposiua, Carl Golueke of the 

TttnciW 

the 
i.)   la the sloplo It—r 

foonU v « • + fcf, cho tMlaas of 
the varlahlv ♦ mi q were caplacad ly choir 
Utßrltkm im etmymtitiam to fow the folloirtag 
fiwlaat pnriietlM faactloa wUch 

■fjioprtaU foe this typo of 

»Ja - 10^14 ^J* 

•d^era the v« 
for the Jth 
the dysli. 

the Jth sensor 
actval 
«iso regreaaloo 
laf. [2]. Five 
Intereat: 

i - 1 19   (4) 
J • i.....l5 

the «fbratloo spectral vslnes 
the ich f reqoencji q la 
ad the a^ **& kji ant 

relating v to q at 
the ich frequency, the 
«ere done uaiag the step- 

prograa, BHD-Q2X given la 
outputa of the prograa are of 

r: the coefficient of correlation bctwt^a 
vibration aaplltude and dynaaic preaaure 

a: the logarltfaa of the regression constant 

b: the exponent of the dynaaic pressure 

s^: the standard deviation of b 

a; the standard error of the eatlaate 

Hext, one night again conjecture that 
these values expressing the relationship 
between vibration and dynaaic pressure night 
differ significantly between any two groups of 
vibration spectra which exhibit very high 
average correlations for within-group (intra- 
group) pairs of spectra but low average 
correlations for between-group (inter-group) 
pairs. Likewise, one aight further suppose 
that the relationship between vibration and 
dynaaic pressure does not differ significantly 
for the nost highly correlated pair of 
vibration spectra selected froa within any 
group. These hypotheses represent the same 
set of contrasts listed in the previous 
section except for replaceaent of the spectral 
aaplltude values by one of the above regression 
statistics. 

Again, the statistical tests were carried 
out using the saae general linear hypothesis 
prograa, BND-06V, and the saae set of six 
contrasts used previously. This time the 
aatheaatical model is: 

*j(f) - cj t d log (f/f)   J - 1 15  (5) 

21 



*M « d«y—dwt «arlaU«. r, •• fc, m^, mi » 
«tecMsivcly 

cj ■ ngnmiloa co«ffIciaats for «acb one of 
15 Mcoon 

4   >■ ngnsslm oMfficicat of the covariatc 

f • frequency T * geonetrlc aeaa 

The UM of log f rather then f for the 
coverlace serves hoch to reduce the extreae 

of the frequencies (80 to 3000) and to 
the third octave center frequencies 

equally spaced. Applying appropriate statis- 
tical tests at the 0.99 confidence level for 
all six contrasts slaultaaeously but for each 
variable separately, or about 0.9S for all 
contrasts for all variables, one finds tbat 
none of the variables r, a, b, Sj,, and », 
associated with the vibration-dyaaalc pressure 
relationship, differ significantly in value 
for any of the three group contrasts as con- 
jectured. On the other hand, the two aost 
highly correlated spectra In group B differ 
significantly in three of ehe variables r, Sj,, 
and s contrary Co the original hypothesis. 

SUMMARY 

In sunaary, the spectral profiles from 
twelve of fifteen locations on an aircraft 
external store can be classified into three 
groups characterized by quite similar within- 
group spectral profile« and by rather dls- 
«likljLfft tiecveen-giroup ptoiiles. These groups 
of similarly shaped (highly correlated) 
spectral profiles do not consistently match 
up with variations In structural type, 
directional orientation, attachment location, 
or axial or vertical position of the measure- 
ment; nor are they associated with consistent 
differences in vibration amplitude levels 
across the frequency bands of interest; nor 
do they imply 5ny corresponding association 
with the relationship between vibration and 
dynamic pressure. 

From an engineering standpoint, the 
negative results obtained for vibration ampli- 
tude tests are by no means unexpected. Intro- 
ducing a small amount of damping Into a 
system, for example, will greatly reduce 
vibration amplitude values without noticeably 
affecting the general shape of the spectral 
profile. Furthermore, in view of the excep- 
tionally high correlation between vibration 
amplitudes and dynamic pressure for this data 
[A], the results for the regression statistics 
tests should not differ from those for the 
vibration amplitude tests. As noted earlier, 
these tests were carried out only to take 
advantage of any positive results In formu- 
lating empirical vibration prediction 
functions. 

Isties mm tomd to b* «nlqu« to any «w «C 
the tftn* gwqp» of slailar spectral prof UM. 

Tm of tlmi, stcr« locatioa and axial pealtlaa, 
ww« found to be indapendant of the thna 
eorrelatad spectral groupings' Certain coäbl- 
Mtioas of the reaaläing three etructural 
characteristics «ere found to be unique to 
each t^rocp. Hoaevcr, because the eighteen 
poesiy.^ conbinations of three structural 
typ**,  three directional orientations, and two 
vertical positions exr.eeded the fifteen 
locations instrunentcd, no really fins con- 
clusions can he drawn in this area. Future 
analyses with larver nunbers of sensor 
locations should ylel.4 the necessary clarifi- 
cations. 

The initial classification of spectral 
data into groups characterize«! by sinilar 
within-group profiles and dlssteUar between- 
group profiles is the aost notable result 
obtained in this data analysis program. The 
near Identical groupings of sensor locations 
found at each of the six airspeeds greatly 
reinforces this conclusion. The existence oi" 
several sensor locations not clearly identified 
with any of the internally highly correlated 
groups is also to be expected. If vibration 
measurementp at many locations are each 
thought of as a different linear combination of 
a relatively few underlying spectral profiles, 
then it is only reasonable to suppose that 
some of the neasurenent points will represent 
more or less equal contributions from each of 
these underlying profiles. 

An extremely vide diversity of vlbrational 
amplitudes and their associated spectral pro- 
file is characteristic of vibration surveys of 
high speed aircraft and other complex struc- 
tures subject to high intensity excitation. 
The correlation and factor analysis techniques 
employed herein provide a means of quantifying 
the concept of spectral shapes and classifying 
them into distinct groups. In vibration sur- 
veys involving a hundred or more sensor 
locations, this can provide a very helpful 
means of organizing numerous vibration spectra 
into a much smaller number of meaningful 
categories for more detailed statistical and 
engineering analyses. Analyses which, when 
applied to more homogeneous groupings of 
spectral profiles, may well yield more meaning- 
ful results than would otherwise be the case. 
This should permit much deeper Insight into 
the vibratlonal energy distribution in complex 
structures. Knowledge of this kind can, In 
turn, be quite useful both In designing 
reliable structures for operation in severe 
dynamic environments and In provi.Mng a more 
rational basis for locating vibration sensors 
in measuring the structural response to those 
environments. 

None of the five structural character- 
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UaUavly. UM 

täamäuusis 

Vm object of factor aatysls is to dofioo 
• Imw mmbtot of Intcmlotod «arlaUM la 
teras of a auch aaallcr water of aorc or las« 
la^epondeiic factor«, llw «iaplast aathaaatleal 
aodal for iteacrtbing a varidbla In tetaa of 
•ewaral others Is tte llaear rsprasentaclaa. 
Vor such a linear coaposit« to be «aliil, how- 
ever, all variable and factor aeasareaeotj 
aust be referenced to the saae origin an) 
sealed In the saae units, to do this, one 
first subtracts fna each observation x^ its 
aean value x and then divides the resoltont 
quantity by its standard deviation s^t « 
aeasure of the dispersion or scatter la a set 
of observatioas. thus traasforaed, the new 
standardised value expresses '"distance" fna 
the aean la standard deviation units. 
Expressed astheaatlcally: 

«jl " <*il *J)/8xJ 

where 

1 n 

1 
J 

N 

1....N 
I....O 

(1) 

•x - i l*M - ^ 

The classical factor analysis nodel nay 
be written for the standardized valoe of the 
Jth variable and the ith observation as 
follows: 

^ " pfi ^P "P1 + ^"Jl 
J - 1- 
1-1. 
B<n 

.n (2) 

In this expression F . is «.he stdndardized 

value of the comson factor F„ for observation 
1, eac.i -if the m terms a, F . represent« the 

contributior. of the corresponding factor to 
the linear composite, and the d.U., is the 

residual, specific, or unique contribution in 
the assumed representation of the observed 
measurement z*^.  In the ^«ooetric represen- 

tation of this model, the tuu^ue factors are 
assumed to be mutually oithogon«! and ortho- 
gonal to the common factors which -re not 
necessarily assumed mutually orthogonal. Note 
that the representation is not unique si.ice 
the total number of factors F 
number of variables, z*. 

Ui exceeds he 

The complete set of n values for each of 
the N variables can be represented by the 
n x N matrix as follows: 

zir 
znl- 

•ZIN| 

•znNJ 

,.fs::::::;!fj    ..fe::::::g 
fcrt F*d Pal %d 

The coefficients of tbsso factors la oyMtio« 
(1) aay be npcsseatad by the n by a and a by a 
aatrices its follows: 

A_  Fu*"—■läj D.  fl "I 
N:::::>l "F—inl 

With then« definitions, equation (1) «ay bo 
written in aatrix fota 

Z-AP + DU (3) 

The aatrix of observed correlations aaong the 
varisbles can be defined in aatrix notation by 

K - ZZ'/N Z transpose («) 

This is equivalent to the stepwise conpu- 
tatlonal procedure given in a previous section 
entitled "Coapotation of Correlation Matrix". 

If equation (3), the factor analysis 
nodel for the aatrix Z, is substituted Into 
this expression, wc have 

R - (AF + DO) (AF + WV/H 

B - ACFF'/N) A' + ACFO'/IOD8 

+ DCüF'/N) A* + OdW'/IOD' 

The first and last quantities in parentheses 
both having the sane fora as equation (4) are 
correlation Matrices. The correlation matrix 
of the common factor-, is denoted by ♦ - FF'/N. 
The correlation matrix of the unique factors 
is an identify matrix since the unique factors 
are assumed to be uncorrelated, i.e., repre- 
sented by mutually orthogonal axes. The 
remaining two terms in parentheses are both 
null matrices since the common and unique 
factors are assumed to be uncorrelated, i.e., 
mutually orthogonal. Thus, we have 

R » ACFF'/IOA* + D(UU'/N)D - A ♦ A' + DD* (5) 

If the conraon factors are also assimed to be 
uncorrelated ct orthogonal 

R • AA' + DD' (6) 

Clearly, the correlation matrix derived from 
ilia  common factors only, is given by 

R* - AA' - 
u ^mi   pH "nl" 

nl anoJ   j_alB anm 
(7) 
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(•fWtlM T) U ttm mm am tlw 
(«iMtloa i) la tiw of f-di^oMl •!«- 
kw dw it^nirt ■iMiti. JwlgMWi 

. an Mb«* IM« thai «aw.; la 
«C »J» aatrix «Uaaata* ttay an givni 

ncn« soLunoa 

•«'A* J - 1 a (•) 

an tka a«aacca of tiia 
coRalatloaa 't.^ hataaaa tha total factor a 

tka aarUUaa aa ahoaa fcy tha fellowlac: 

Clvaa: »^ - aj!^ ♦....♦ a^F^j + ijOjj 

'« - ««'«4 +....♦ a-_r * Jl - aJlril im'ml 

tfMB  T 

r__ - h?/-/a)(hjj - h. 
J J 

tha off-diagonal ataaaata of aqoatloa (6) ace, 
of courac. the ordinary coefficient* of 
correlation given in teraa of the aatrix 
elaaanta for the variable* J and k by 

MIMBER OF COtni FACTOKS 

Froa aatrix theory, it is kuotm that tha 
rank of AA* cannot exceed the rank of A which 
in torn cannot exceed ita aaaller dlaenaion, 
in thl» caae the nuaber of coluans a. Conse- 
quently, although the reproduced correlation 
■atrlx R* « AA' has order n equ&l to the nuaber 
of variables. Its rank cannot exceed a, the 
nuaber of conaon factors. Since the nuaber of 
coaaon factors cannot be less »Jian the rank 
of the reproduced correlation aatrix, the nlnl- 
Bua nuaber of coaaon factors aust equal the 
•tiniaua possible rank of the reproduced corre- 
lation aatrix. Since the correlation aatrix 
reproduced froa the coaaon factors differs froa 
that reproduced fron all the factors only In 
the diagonal eleaents, one of the aajor prob- 
leas of factor analysis la to dctenlne by how 
auch the rank of a correlation matrix can be 
reduced froa n by a suitable choice of 
coaaunalities In the diagonal. The cospu- 
tation of such ninioal rank coaaunalities is 
so formidable even on modern computers that It 
Is not normally attempted. Instead, they are 
approximated by the squared multiple corre- 
lations given by one minus the reciprocals of 
the corresponding elements in the diagonal of 
the Inverse of the correlation matrix. The 
squared multiple correlations are known to he 

HW aolatftoa for tha a eoaf f Iciaata or 
ia the factor aaalyala aodd, 
d), la « altaavalaa pnUaa 
to the oaa aaeoaatatad la datmai- 

niag aoraai aodaa of «ibratlaa or prladpal 
aaaa of lotatina la igmmtot ptwMsaa. The 
aatrix a^aatloa la this cua la 

I^'h rla  JpJ 
ral ^ ai J 

p J-l JF 

(W) 

Bars tha x'a are corralation coafficiaata 
batwaen tha variablca, tha h'a are tha 
coaainialltiea or rank alaiaizlng «alnaa of the 
praviona aactlon, 1- la on« of tha algeavaloea, 

and the ooluan of a'a is the aaaoclatad eigen- 
vector, tha aleaanta of which aerve aa tha 
coefficient* or loading* of the pth factor for 
the n variahlea «hen tha A. ■ Z a?_ condition 

ia fulfilled. Soae of the eigtivaluaa will be 
xero since aelecting the diagonale to aialaize 
rank ia equivalent to aaxlaltlng the nuaber of 
zero eigeavaluea, thua ainlaizlng tha nuaber 
of non-zero eigenvalue*, or equivalently tha 
nuaber of cosnoo factor* aa deairad. Üben tha 
squared aultiple correlation ia uaed to 
approxlaate the true rank minimizing comauaal- 
ities in the diagonal, the exact positive seal- 
definite character of the aatrix 1* destroyed 
and the zero eigenvalues are replaced with 
small positive aad negative numbers which are 
simply ignored. In practice, only thoae 
factors associated with the few highest eigen- 
values are needed in the factor analysis model 
(equation 2) since the correlation matrix 
reproduced froa these alone often yield a very 
close approximation to the observed correlation 
matrix in the off-diagonal elements which are 
the clesef.s of consequence. 

FACTOR ROTATION 

The form employed in deriving the factor 
coefficients or loadings a, has the property 
that the sum of the contributions of the 
successive factors makes the total coanunallty 
a maximum under the conditions relating these 
coefficients to the off-diagonal correlations. 
As noted previously, no factor solution is 
unique and other factor loadings not having this 
property would yield identical correlation 
matrices. 

Since factors are hypothetical constructs, 
their Interpretation must be in terms of the 
observable variables. The simplest possible 
Illustration of a clear cut factorization 
occurs when a sequence of variables can be found 
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la «Uck tki Ugtarr eamiMtitm oeonr 1» 
MiffiFt Hati tte priaclfal dfigiwl of dM 
eomlatiM Mtrtx mU tte la—r cotfltto— 
occur la all otter poottloao.   la tatao of tte 
factor «Mlyala aotel (ofoatlai 2), tkis 
cogwopoiite to a avtar of factor« mpml to 
tte ateter of Uocte( ood weh varlohla 
tevlag a ■uter—tlilly Itfgteg aHMtti loodlat 
ooaffleloat oa «w factor ttea oa mtf of tteoo 
raaalalag, «ach «arlabl« ttea tecoüit «a 
tegiftet teater« of oa* factor oaljr.   la 
allihtly «on coaplax lUoatntloas, aaxlaoa 
mqmni loa«H«ga wiU occur oa «•«•tai factor« 
wltb alalana loadiiwa oa «IJ tlwa« raaalalag« 
UaaUjr ttea, for tte aiaplaat phgwleally 
aaaalagfnl latorprotatloa of tte hgrpottetlcal 
factor« la ura« of ote«t»«< trarlaUa«, tte 
aoaarad loadiM ca«f f Idaata dwald abroach 

roapectivaljr.   Thfta lapllaa tte 
powlU« «arlanc« la tte •Roared loadlog 
coofficlcBta.    Clcarljr, tten au*t be aoae 
orlaatatioa of tte ortbotoaal factor aaea for 
which tte aqnared loarfing coefficient« have 
grcatar varlaac« than for any otter.   Natte- 
aatically, thia roq«ir*a totationa to aaxiaisc 
the followiag variance function, the new factor 
loadings now denoted bjp b's. 

>l,* 
• p-i j-i hj   7 r-i J-i iJ" 

(U) 

Tte h'a ara latrodae«d «o that la mum cotatloa« 
each coafflclaat 1« ««Ightad ««aally ratter 
ttea la yraportlaa to It« coaanallty «hldi 
«ovld otterwlaa te tte caa«. Ite aetaal re- 
tatloaa raqnlrcd to aarlalia thla fnactlo« 
canatltata a aaywtlal Itaration procoaa. Tte 
raaaltlng b«. «oaf f Iclcnta are called tte 
varlaax loading«. 

1. Harry H. Bataaa, Itodcra factor 
tealyats," telveralty of Chicago Prcaa. 196g 

2. H. J. Uaon. Bditor, "MD: Moaadlcal 
Coaputer Prograaa," Unlverelty of California 
Preaa, 1970 

3. henry Schaffe, "The Analyaia of 
Variance," Chapter« 3 and 6, John Wiley t Sona, 
1959 

4. Carl A. Colueke, "A legreaaion Study 
of the Vibration leaponse of an External Score," 
42od Stock and Vibration Bulletin, 1971 
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wssrasES or A wui-iAm PUXB TO IMUOM maxmrn 

OCOMT«! Electric Caapnjr 
Aircraft ttagine Crony 
Cisclmwti. Cbio 45215 

fmcmlm arc prtMBtad that can ba aapleyad to dctandaa the «eaa oqnan 
accalaration. diaplacaatat and atnasaa of ■tiltt-lajrar plataa <!«e to an 
actarnally appliad randm caeitatioa. TIM derived exprcaaioM a.** ganaral 
and can be applied to «nlti-lajrer plate« haviat different boondarjr ceoditiona 
the Main these in titia paper la alanted toward« all edgea of the ■olti-lajrer 
plate being slaply aupported. Exaaplcs of a three layered plate and a aand- 
wich plate having an external layer protecting the tipper facing are given 
illustrating die Method. 

IimODUCTION 

The recent appearance of high powered Jet 
engines and rockets has brought forth a nee 
plume of ■echanica*. vibration. These poeerfnl 
propulsion units generate noise and vibratlonal 
energy which stea fro« the sources of excitation 
residing in the turbulent Jet alxing zones or 
in the attached and separated turbulent bound- 
ary layers. The oscillatory energy contrived 
by these aechanlsas is coaaonly referred to as 
randoa vibration or rand« proceasee. This Is 
in contrast to tbe aore popular deterministic 
process. For the latter, the recorded data 
indicates that an experlaent conducted under 
the saw conditions are always alike (dis- 
counting exptsrlaental Inaccuracies). On the 
other hand where the researcher aalntains the 
sane Identical coadltlon.« in bis experlaents 
and there is no reseablance In tbe records, this 
In randoa. 

The basic fundaaentals of this statistical 
approach are well documented In the literature 
and reference should be made to them for more 
Intensive study.[1,2,3,6] 

In modern engineering practice, the plate, 
Hean and shell are the most prevalent elements 
comprising mechanical machines, mechanical 
devices and structures. The present problem 
emerged from the need in determining the rms 
stresses and accelerations in selected layers 
of a laminated plate when subjected to a random 
vibration environment. Stochastic processes 
are utilized and the important constituents of 
autocorrelation and spectral density functions 
for acceleration, displacement and stresses 
plus the associated cross-correlation and cross- 
spectral density functions are derived. The 

resulting equations, although general in nature, 
are specifically applied to a simply supported 
laainated plate. 

MATHBiATICAI, AKALTSIS 

Prior to beginning the response analysis 
investigation due to a random input, a number 
of assumptions are promulgated. 

1. The random leput is stationary and 
ergodlc. 

2. The Inherent damping residing In the 
plates are small. The peaks are pro- 
nounced and the response at any near 
frequency will be dominated by its 
natural frequency. The associated 
bandwidth is narrow. 

3. The power spectral density will be flat 
within tl ! region of the natural fre- 
quency and is commonly denoted by the 
term "white noise". 

The following aualysis employs the geoeral- 
ized Fourier Analysis contrived by Meiner to 
the random vibration problem. Excellent sources 
of information are expounded in Refs. 4, 5 and 6. 

A.  A Mean Square Displacement 

Consider a simply supported laminated plate 
(Fig. 1) whose layers are transversly Isotropie 
and having different values of E , v and h . 
Present, and soon to be introduced symbols, are 
explained in the nomenclature section with their 

Preceding page blank 
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■kraiCAl m 
nrncr 17] shoM that tte 
«C tUa tf»a of llaf* flat* caa hm tqf 

M 

»cV*ii(x.y.t) ♦ 0»)^. - «Ca,f .^ (1) 

tmtttmllf, aaaaa» a daflaetlM CMEVB for 
tha plat« «hieb cooalata of a coafcinad m and jr 
tffaplacMMat faactiea» l.a.. 

»««.y.t)-! I ^W tjiy) ^(t)   (•) 

i-i J-i 

•.•aV1 

«a <4 '«a-!) c, - c 
a i-v 

(2) 

(3) 

(4) 

♦«Wt t-Ör) «• «aactlaaa o£ z aad y. nspac- 
tlvaly. lad daflae tha «am fosa, 4ij(t) la tha 
gaaarallaad coocdlaata. 

Stibatltntlat Bq. (6) lato Eq< (D* tha 
f ollawiag ««wtlaa can than ba «btalaed by the 
«aU-ioMMB orthogonal tty relatloaahipa. 

»tjO) + -J, «„(t) - zfeinsi '« SIJ (7) 
'(1J) 

„  r  "a «   -«a-1) 
"l-a1!^ T— 

«here «11 aow range fro* n • 1,2,...a. 

/' 

I EuTuSiA 

f 21      a^gSo      y/^i 

t 

(5) 

Fig. 1. Laalnaned Plate 

Eaploylng this Innovation, the classical type 
solution [8] desciiblng the vibration of a 
plate can now be enployed. In the treataent to 
fallow, special consideration is given to the 
application of nodal functions. These ortho- 
gonal functions are extensively employed in the 
analysis of frequencies, dynaaic responses and 
frequency analysis of beams and plates with 
various end conditions. [4,9,10] 

F(a.y,t) -f  J   f(x.y,t)#1(a)tJ(y)d»dy     (8a) 

and M la the generalized aaas: 

"Jo Jo 
M/^"l   1    ^aO     (♦,<«»* (♦<(y))*dady       (8b) 
Win Jo        «fl«    * 3 

The primary advantage of this approach la 
to essentially uncouple the plate equation which 
haa an infinite nusfcer of frequencies «id thus 
operate upon staple equations containing tha 
important frequencies. The equation of motion 
in the !]• mode can be written in a more amenable 
form by assuming that the modal coupling due to 
damping effects is small. If the introduction 
of equivalent viscous damping c(x,y) to the 
laminated plate doesn't give rise to any coupl- 
ing between the noraal nodes, Eq. (7) then 
becomes 

•uj<'>+ci^ij(t>+«ij"«!!(t> ■ y,y,t) (9) 

where 

Cy denotes the generalized viscous damping in 
the Ija node defined for the coaposlte plate as 

I J cO-.yH« (x))» WAy))*dxdy (10) 

This further assumes that Cj. m 2Cijwii(ph)e<,. 
reduces the generalized damping, Eq. (10) to a 
form such that the orthogonality property can 
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be «aployad.   P«falc the capital lectern to 
•iCttify tit« Fourimr ttmmtotm (F.T.); the "F.T. 
of Bq.  (9) IMCOMS [41. 

3    H/«.»«1 JOJO '    3 
'(tj)-ij 

F(x.y.H)dxdr 

where 

(11) 

(12) '" ^w^m 
The "f.T." of the reepoiwe equetion appears as 

WCX.T,«) '11   ♦/x)* (y)O, C«) 
1-1 J-l *  .1  ii 

i-l J-l        M(lj) wij 

[ [  *i(«)*J(y)F(».y.w)«i»4y t«) 

The correlation relating the responses ar.  points 
(x.y) and (x'.y*) can be expressed [4]. 

 , ._  lln 1 fT 

w(x,y)w(x,,y,) - T-» 2T I  w(x,y, 
J-T 

•-/(x',y',t)<lt 

t) • 

(U) 

where 

wCx.yWx'.y') Is the time averaged spatial 
correlation. Employing a form of Parseval's 
theorum for Integrals,[6] Eq. (13) becomes 

»(x.y)w(x,.y') -i|  Söffffw^.y.w). 

Hx.y.u)] W*(x>y,u) du (15) 

In a similar fashion, the spatial correlation 
relating the applied forces at (x,y) and 
(r,',y')  can be defined as 

where 

[F(x,y,«)F*(x',*•.«>]#«» 

'i\ cp<J,'y•,,,•y,•*•)*l, 

c^.y.x'.y*.*») ■ T«. äif * 

F(x,y,w)F*(x,,y,,M) 

(1*0 

(16b) 

By substituting Eqs. (9), (16b) into Eq. (11) 
and simplifying 

WWW—' 

w(x,y.t)w*(x,y.t) - ^ I  I  I  I • 
1-1 J-l k-1 1-1 

[^(x^yW^xM«^^) 

^«(ijAkt^j^oWoJo  ' 

G^x.y.x'.y'.wHjCx^Cy^Cx'^Cy1). 

dxdydx'dy'dbi I (17) 

Due to the complexity of the equations, simpli- 
fications are made. One can define 

1Jk     M(iJ)M(kt)tülJu,kt 

a b a b 

J oJ oJoJo 

CF(x,y,x
,,y,,u))01(x)li)j(y) 

^(x'^Cy'Wxdydx'dy'f       (18) t'dy'l 

The Integrand In Eq. (18) Is an even function of 
w, and the mean square response at any point 
(x,y) cai; be found by allowing x « x', y • y*, 
thus 
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^(«'y) " A A J, A ♦i<x)Vy>V«>*lfc>*   efa.y.x-.y'.«) -     i I I !♦ l.l j-i k-i «-i R 1<ilj3  ^j Wi3  ^j^ 

lotpijk»(w) "ijt-^H** (W) 

For • weekly stationary and lightly doped 
•yatea, the croes aodal coupling concributioM 
an aaall and can %e disregarded. I.e., i ^ k, 
J # t coHpared with the aane products i - k, 
J " t. Based upon the above hypothesis, the 
■ean square response can be designated in tens 
of physically recognisable spectra 

»2(x,y) - j GgU.y.wydw (20a) 

The spectral density for the distributed systeti 
then becoaes 

SR(x.y.(a) •   I     I     I     I   tAxWAy) • 
1-1 j-1 k-1 t-1 3 

♦k(x)^(y)P1Jt|l(u) H* (u)HkJl(w) (20b) 

Eq. (20a) Is the general expression for a multi- 
laminated plate having general boundary condi- 
tions. Since the theme of this paper is slanted 
towards simply supported conditions on all 
sides, the following sections will dwell upon 
the simply supported multi-layer plate. 

The deflection equation for a multi-layered 
simply supported plate can be represented by 

[sin IS rtB ia . «la kwl «m 1H1 . 
la b a b       - 

(23) 

The spectral density of the generalised force is 

GljS
)(«) JoJojoJol ^eq. <*>e,.* 

sin ISL sin iSL • 
a b 

sin ^- sin ^- Go(x,y,x,,y,,«)dxdyds %0|| (24) '«Jy'l 

where the cross spectral density of the external 
acceleration loading is expressed by 

G^x.y.x'.y',«) - J^ ^i?'WW.üOHU* ,y'.u))(25) 

Based upon our initial assumptions, the frequen- 
cies are widely separated. For white noise, the 
stimulation Is uncorrelated with spatial posi- 
tion so that "F.T." are Independent of positions 
(x,y) and (x',y'). Since the multi-layer plate 
has an equivalent mass/unit area, Eq. (24) can 
be represented by 

w(x,y) « sin Ü2 sin JH. q (t)      (21a) 
a     b  ij 

where 

(Mx) - sin 12* ; (My) - sin ill (21b) 
1        a    J        b 

Substituting Into Eq. (8), the generalized mass 
yields 

(U) 

(ph)e(t ab 
(22) 

3 (F>( ['■*>.,]\<'>j'SSS, 
(sin i^l 8in JJL     8in kli sln i2L dxdydxdyl (26) 
la b a b J 

The spectral density is Illustrated in Fig.  2 
and can be represented by 

Gc((x,y,x,y,(A)) -► G0(a; 

After integration and simplification, Eq. (26) 
reduces to 

In a similar fashion, GR(x,y,x',y',u)) yields 

'iS^ ■   Heqj^O 
/  v  16aV 
(a)  «■ 

ijklU 
(27) 
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JJLLLJ-« 

r7^  — 
Füg. 2. Siaply-suppottcd aultl-laycr plate 

excited by a uolfonly distributed 
«Alte noise of density C0(a). 

Since the ^1*^1 expression only has significance 
whan 1 - k, 3 » i, this further simplifies to 

Substituting Eq. (31) lato Bq. (30), the 
square response at point (x.y) becMM 

6«S0(o) 

1J *J   1-1,3.. j-1,3.. 

fsinlüE^lsinUl]2 (32) 

B.  Root Mean Square Acceleration 

the aean square acceleration can be 
obtained in a siaple aaimer by utilizing the 
basic Fourier Transfor« relatioaship between the 
■ea» square acceleration and aean square dis- 
placement, i.e.. 

w (x,y) ■ w w2(x.y) (33) 

16a2b2I(ph)eo ]2G0(a) 
P   (W) .  *'     
Ijlj        «,>4 242M    2M  » 

Thus after proper substitution and dlapllflca- 
(28)    tion, the mean square acceleration at point 

(x,y) can be expressed as 

Substituting Eq. (22) Into Eq. (28) and 
after some algebraic manipulation, the F 
expression emerges as 

(16) ^ (a) 

ijij 

iju       ^iVu 
U9) 

The mean square response at the point x,y as 
shown by Eq.  (19) plus due consideration to the 
aforementioned simplifications reduces to 

00 00 

w2(x.y) • I I I I       • 
i-1,3.. J-1,3..  1-1,3..  J-1,3.. 

«t>(x))2(l|»(y))2|     ?iiii      iH^WPdJ (30) 

The Integrand of Eq. (30) can be evaluated by 
McCalley's method [12] or method of residues, 
I.e., 

J0 
PiJlJ  |H1J (u>)  2du 

(16)2Gn(a)  1   m. 6)*G0{a) 1   mii    | 6*G0(aj 

^W" kf ^1" ^Ä?I7    (3,) 

nj;      6«C0(a)h)11       " " 

ir'r    1212 

' ^ij1 J      1-1,3.. J-1,3. 

(34) 

C.  Bending Moments, Stresses and Accelerations 
at Point (x.y) 

To calculate the rms stresses, the rms 
bending moaent must first be detencined. The 
rms bending tor  the multl-layer plates at 
position (x.y) Is given by 

«rms^y) VM'Ot, y) 

The moments M(x,y) are expressed 

xy <„, - '.a-^] 

(35) 

Vx.y)--Op(0   +ve0) (36a) 

Vx'v)--D
e(l7 + V«&)        (36b) 

(36c) 
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•ft*Ufytat 
H. d) litte I«. Ota} «i aAMtCwtias A« fMntitim of &|. (42) iMo 

If. {«1). cte iwnltt «hn «tepUUriod 

«•».Cr)! 
(37) 

rnwt jrflat la a anMr eomMpMkttat co tte 
«ulysis dMcettad la tkm puHiam lactlaa« wttb 
tin ei«M apactrai dwaiciaa baiag aagUglbla, 

■'(«.yl -J   V1*» y.«)*s (38) 

Pljlj Htj^Hj^w) (39) 

.i.ifi.i.jtt 

Iha czpcasaioa for l^(s,y) sad l^(x,y) eaa ba 
alallaxlly daciwad.   Uta na atsaac at aaj 
leeatloa la tha aalcl-layand plata la 

"x***) "  (l-v»)0. (♦4) 

D.  loot Sgaara AccalatatioB la Coaijnly 
Uaed rera of (^'/cp») 

In an analogona aaaaar, tha root ceaa aquate 
accalaratioa can ba rapraaentcd la tha noraally 
oaad (g'/cpa) for» by aobatituting Eq. (42) lato 
E*. (33) 

^■^fel 
\* 

The axpreaaloa In tha integrand was previously 
evaluated and tha aeon square bendir.g aoaent 
reduces to 

    64C (o)     r . * 

^iTl-1"^)4!'1"^)2     (40) 

l^lj-ijj 
125 gin ilX. 

b 

The power spectral density 1» conaonly represent- 
ed by G(f) which is in units of g2/cps. 

•• Go^) 
G(f)(386)z        «n 

l l      .u, Ü» ,!„ JSL   (45a) 
1-1,3.. J-1,3..    '     * 

where 

sü^r-5^ 386 (45b) 

EXAMPLES 

Consider a siaply supported (a ■ 12", 
b - 8"> plate having three laalnated 
sections (Fig. 3) with the following 
physical and geometrical properties. 
Deteralne the ras acceleration and the ras 
stress at the center (x « a/2, y - b/a) of 
the outeraost portion of layer #1 when the 
plate Is vibrated in the range of 50- 
1000 cps with a randoa vibration input 
level [C(f)l - 2.0 g'/cps; C - 0.02 

The iaportant physical paraaeiers for the 
coaposite plate are: 

D - 3.45 x 108 
e 

z • 0.241 
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71g. 3.   TteM t^fw plat«. 

lafmr 
« 

V 
^ 

h(l») 

fl 5 K 10* öS 0.008 0.2 

«2 10« 10* 0.3 0.101 0.05 

#3 30 s 106 0.3 0.283 0.03 

The pniominmt natural freque^iss a» 

fj! - 332 cpa ;     £,, ■ 2068 cps 

The tm mammt H_(x,y) at x • a/2 , y - b/2 
la 

^(f. |) - 9.203 -^ (na) 

The na stress at point x » a/2, y - b/2 
In Layer (1) ia 

01 

ML- 

W». 4. 

Tabla ia 

fhyalcal Charactartatlca 

ffm i® 'ÖW Hin} C* 

d) 5K 10* 0.01 0.6 0.02 

(2) 16 x 106 0.163 0.008 0.02 

(3) — 0.0075 0.5 0.02 

(4) 16 x 106 0.163 0.008 0.02 

*Aaaine viscous daaplng of 0.02 for entire 
coapoaite plate. 

The calculated frequencies derived using 
Table lb are« 

f  - 1061 cpa 

/. Mx(|, |) - 22.4465 ia_lk«(nB) 

The stress at hottoa facing (#4) 

a,«, h  - 353 It- (ns) x2 2      in. 

and 

G(|f j) - 262 g (ns) 

o^Cf, |) ■ 2677 & («) 

The acceleration response of the panel is 

Since f.. is out of range of vibration 
inputs to the coaposite plate, it is not 
considered any further. 

G(f, |) - 468 g (ns) 

B. Consider for the preliminary design pur- 
poses a simply supported honevconb plate 
(a - 12", b - 18") containing a thermal 
protection insulating outet layer (Fig. 4) 
having the following physical and geomet- 
rical characteristics. Determine the ns 
acceleration and nos stress of the center 
(x ■ a/2, y • b/2) of the outermost section 
of the bottom facing (14) when the plate is 
vibrated in the range of 50-1500 cps with a 
random vibration Input [G(f)] • 2.0 g2/cps. 

CONCLUSION 

A procedure has been presented to determine 
the c-ochastic properties of displacement, 
acceleration and stress in a simply supported 
multi-layer plate when subjected to a random 
excitation. The auto-correlation and cross- 
correlation functions with corresponding 
spectral densities have been presented. 
Further extension to multi-layer plates with 
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Tiki« lb 

Sactioo Prapertie» 

B h Ana ■ Eb s Bu Y f»          11 

CD 5 x 10* 0.6 3x10* 0.3 0.9x10* 0.01 6xl0-3          1 

C) 16 s 10* 0.008 10.8x10* 0.604 6.5232x10* C.163 1.104xl0"3  j 

(3) * 0.5 — —   0.0075 3.75xl0*3    j 

(«) ItelO6 0.008 10.8x10* 1.112 12.0096x10* 0.163 l.304xlÖ"3 j 

F 24.6x10* 19.4426x10* 12.358xl0-3j 

*Hott<iycoab core eoatributcs very little to the overall bending of the coaposite 
pl«te but serve« the extreaely useful functions of transaltcing shear between 
the«. 

I - 0.79  - 

Bj - 31.42857 x 10* 

Cj - 25.1648 x 10* 

D - 23.018 x 10* 
1 

0e - 2.8692 x 10* 

ether boundary conditions can be fonulated by 
following the procedures detailed in the paper. 

f(x,ytt)f(x'.y'.t) Tl«e averaged spatial cor- 
relation of external forces 
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F(x.y.t) 

NOMENCLATURE 

B^ f C^, Dj 

C(x) 

n 

fU.y.t) 

Expressions employed In determin- 
ing the natural frequency of the 
multi-layered pl.-.ces; Eqs. (3-5) 

Viscous damping coefficient 
assumed to vary as a function of 
x,y. 

Equivalent Plate Rigidity Eq. (2) 

Modulus of plasticity in n layer 

Excitation or forcing function 
acting upon the plate 

G(x,y) 

Go(o, 

H(w) 

fjkl 

i,J 

w(x,y,t) 

Generalized force in 1J mode 

Acceleration (ras) of multi-layer 
plate at point (x.y) 

Magnitude of uniform spectral 
density 

General notation denoting a fre- 
quency response function 

Spectral density of the external 
loading weighed by generalized 
masses and modal frequencies 

Double subscript notation; 1 
applies to x direction and y to J 
direction 

Lateral displacement of the plate 
from its static equilibrium 
position. 

w(x,y,t)w(x'.y*,t) Time averaged spatial cor- 
relation between the response at 
(x.y) and x',y') 

Time duration of sampled record 

Real time 
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Pn »mmlti of t* bgNNr 

h fliliiw af wm Itymr 

I «_ Msmee fna 0tf«fai   Co  ad «C i# 
I Ujwr CMM Fig. 1) 

(|*)«q BvOmlMt MM/aBlt «KM Of MiUl- 
| Itqwr pl«e« 

C      ItMplBt factor 
I 

C..     ftiilm factor for the 1J» moim 
1     4»fload aa <-i|/ccr «Aara c^j is cha 

«lacoaa ilffag coafflclcat for the 
ij* «Dda of tha aaltl-l^ar plata 
•4 ccr - 20*).,. «4j ia the 

critical daapicg ccssfflcieat. 

«      Preqnaacy of tha forciog faaction io 
rad/aac 

«j.     Matvral fraqococjr aaaociatcd with ij* 
J     «ode of the «jrstea (rad/aec) 
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Anjr ttotmwiml* ami NtclMBic 
ML£«rtaMi. Hnsactawcts 

Cntar 

•f a fluikl* helicopter svtor blade to nadtaa loadlag 1s 
iawsticetedl, the rtmkm iapot belat the vertical «eloeitjr vmgmmtt.   UM 
i«4el teles ist« eccooet blade flexibilitr ia beadiag t» well es tonioa. 
aad also yeril mtor-ead fixity.   Ihe qwctrel dcäiltr aad the aeea 
aqnare «alae »f the ttaasvene displaccaeM are co^pated for both hiage- 
less aad Maged rator biadei aad the resalts are evaluated. 

DmasucnoM 

Host of the iavestifeattau of helicopter 
rator blades haw been related to the flatter 
fheaaaeaaa, see for exaaple Ref. lc aad as such 
ftoia part of the classical stability (eigea- 
valne) problca. Here one is aot interested in 
the entire raspoase history bat only in its 
deviation froa a nora (infinitesiaal or other- 
wise) at a critical value of the influencing 
paiaaeter. say the angle of xttack. Wiile such 
investigations are usefiil for design purposes 
if the paraaeter is nonnndoa, the entire re- 
sponse spectnai becoaes iaportant when it is a 
randea function, as the failure of the struc- 
ture may be dependent on the peak values of the 
response even though the critical value of the 
paraaeter is not reached. 

Considering the often-turbulent environ- 
aent in ehich a helicopter rotor blade operates, 
and also the various flight conditions under 
which randoM loads prevail cm the blades, it is 
evident that the response of rotor blades to 
randoa inputs is of great design iaportance. 

Research in this direction has barely 
begun: the only oertinent studies to the au- 
thors' knowledge'»3 are based on the very sia- 
pUfied aodel of a rotor blade as a rigid beaa 
with a hinge at the rotor-end excluding all 
coupling effects: and hence are not too satis- 
factory fron the standpoint of a structural 
designer. 

Consequently, a fairly coaprehensive pro- 
gran has been initiated at the Arny Materials 
and Mechanics Research Center to study the 
response of rotor blades to randoa inputs in- 
cluding factors of blade flexibility, rotor- 
end fixity, coupling of bending and torsiunal 
effects and also to exanine the possible 
nonlinearities. 

This paper reports on the first phase of 
the prograa. Here a consistent first-order 
saall-aotions theory is utilized to obtain the 
governiag equations of notioa as a linear systea. 
Also the forward speed of the vehicle is consid- 
ered negligible in comparison with the tip speed 
of the blatte aad thus the linear systea has con- 
stant, i.e.. tiae-invariant coefficients. Finite 
forward speeds, introducing variable coeffi- 
cients, will be dealt with in a sequel. 

EQUATIONS OF NOTION 

Generalized Force Balance Equations 

The equations of aotion of a rotating blade 
in an airflow have been derived in several 
places, see for exaaple Refs. 1 and 4. However, 
aost of these are explicitly written for a 
hinged or an articulated blade in tens of the 
rigid flapping angle.1 Since we are interested 
in both hinged and hingeless blades, a general 
derivation is presented below. 

Figure 1 shows a typical blade bent along 
its elastic axis in the X-Z plane rotating about 
the Z axis with a speed Ü.    Figure 2 shows the 
blade section under a twist 6, as well as the 
respective locations of the aerodynaaic and nass 
centers froa the elastic axis. 

It is convenient to nondiaensionalize all 
lengths by choosing R, the blade length, as the 
unit. Thus all lengths, such as the chord, and 
displacenent are ratios with respect to R. Then 
all the pertinent quantities for the dynaaics of 
the problea have the units of aass and/or tine 
only. 

In order to obtain a consistent first-order 
systea of equations, saall angles and snail no- 
tions are assuaed allowing the principle of 
superposition to hold. Hence in deriving the 
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NoriornM 

e 
e 

i 

^ 

Had* Mctioa lift-cnrv» slope 
AMHioalMt Mate seettan dunrd 
Mad« Mdnlut «f elasticity 
tnasimrse dlsplaceaent of k1" bending 

blade ana aoaent 
section aoamts of inertia about the 
«enter of aess and elastic axis, 
fespectlveljr 
lifting force 
teaerallsed nasses 
velocity component la the z and 
taageatlal directions, respectively 
dlaenslonless coordinate «long blatte 
dlaenslonless offset of aerodjrnanic 
center froa the elastic axis 
dlaenslonless offset of center of aass 
froa the elastic axis 

a 
Y 

T 

dlnensionless transverse displi 
of blade 
Inverse of relaxation tlae 
generalised Lock anaDer 
kth orthogonal aode shape 
blade section twist 
ratio of k*" bending frequency to the 
rotational speed 
air density 
variance 
generalized tine (arbitrary tine 
interval) 
blade rotational speed 
frequency paraaeter for spectral 
density representation 
aonrotatlonal torslonal frequency of 
the blade 

equations of notion. It Is convenient to consider 
first the bending of the (untwisted) bean. Fig. 
1, and add the torslonal effects on the bending 
separately. 

Thus the bending nonent M(x) at a current 
point x (Fig. 1) is given In terns of an arbi- 
trary point s as: 

MW ' / [ft to) _ ^<fi, miB)] (8-x) d8 ■ 

I 8Srni(s){z(s)-z(x)ld8 (1) 

«here z is the nondinensional dlsplaceaent and 
L, the thrust of the vehicle, acting along the 
Z direction, tl is the rotational speed and a 
the distributed mass of the blade. 

Equation (1) takes into account only the 
centrifugal force produced by the rotation, as 
the Coriolis force for small notions is neg- 
ligible1 in coaparison with the centrifugal 
force. 

Differentiating Eq. (1) twice with respect 
to x and introducing the linear beam flexural 
fornula M(s) ■ EIz", we have: 

(Elz")" - z 
1 

" / ■fl■ 
m(s)ds + 

z,vx)m(xin2 + m(x)z(x)=^  (2) 

In Eq. (2) thi prime denote differentiation 
with respect to x and the dots, the time deriv- 
atives. We set 

z "  f %M gk(t)       (3) 
k=l K   K 

«here n^ (x) are the orthogonal node shapes of 
free (natural) vibration of the rotating beaa. 
Assuning a siaple haraanic action we let 

gk-gk« 
i^nt 

(4) 

Where ^ is the ratio of kth bending natural 
frequency of the rotating beaa to the speed of 
rotation a. 

St*>stituting cqs. (3) and (4) into Eq. (2) 
and recalling that no external forces are pres- 
ent during a free vibration, we find 

(EIz")" -z " }   8(l' m(s)ds + 

z'MmMQ   = £ nn/^n2nugt,    (5) 
W'l      K      K K 

Hence Eq. (2), the vertical (shear) force 
balance equation due to twistless bending of 
the elastic axis, becomes 

^ mnk[gk+n2^gk]=^ (6) 

In order to take into account the contribu- 
tion of the twist to the vertical force balance, 
we assume that the torslonal flexibility is all 
concentrated at the root. If 9 Is the twist 
angle, positive downward, Fig. 2, and yj the 
location of the mass center from the elastic 
axis, then Eq. (6) becomes modified as: 

00 

E 
k=l [v «k+«2'k\ «k- 

y^We)]^   (7) 
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tUtipljrfc« &|. (7) kjr Hi ad iM^nUsf 
tiM ««tin bladb lcagtfi.JNe AM« «ft«r 

fMalliat «*• orthofOMtttjr of BS A« Urn «»I- 
l«wiiiK hcldt: 

ikJ*"i*'*''lQ\I mt^d* 

I dL (»+«*«)/myji^d«- jr\Tg[* 

k»l, 2, 3 • 

Deftaiag geMrallzed MSSVS 

i M. ■     / miCdx 

Myi 

we find: 

k' /m*l nkdx 
(«) 

l«iKtk Mi, «tilizfc« N- Ct). «ktaia 

aw 
li + U^ + ^-My  <t1 + 0Sg|l 

£l0dK and M,k«^»3riV 

Ikm fvoa Eqs. (•) ad (11) I« CM wit» the 
follodag iaplidt.eqmtion of aotiM for the 
CMfciMd beadiag Md toniMal vihntlM of tho 
ntatlag boM: 

Ml«, + ß2"?!,» " M- «f* O*«) - 

y ^dL 

Mk(gk + n2^) - Myk (» + n2») 

/ 
^dL 

k»l. 2. 

If we restrict our attention to the first 
two significant bending «odes of vibration of the 
rotating beao, as these usually carry oost of 
the energy of vibration, thereby iaplying that 
z is now given oy 

.2 2 M2(«2 + nZ,W   -  My   (»♦nZ«) 

/ 
02dL 

^1*1 + "^ * ^2^ * "^ 

[ 11 9 + («' + « ■>]-7 mt 

(12) 

Z 3 "l«! + "282 
(9) 

we can write two equations of motion from Eq.   (8) 
by setting k=l and 2 respectively. 

Next we consider the torsional motion of the 
blade.    Figure 2 shows the blade section under 
the action of an aetodynamic moment dM^ about 
the elastic axis.    If I0 and Ig are the section 
momentf of inertia about the center of mass and 
the elastic axis respectively, and u0 is the 
nonrotating natural  frequency of the blade in 
torsional motion we can wrice the following 
moment balance equation1* for the section 

or 

Io (0+ S720) + I0<^ 6 - 
(10) 

r o T dMA 

••9 9 •) dMA 
io(o+n'!e) + i0^e-m|z + n2z}yI=^ 

Aerodynamic teros for the jtamjeg Probleo 

Since the forward speed of the vehicle is 
assumed to be negligible, the only velocity 
components that produce the lift and noaent on 
a typical blade are: Uz, the velocity component 
in the Z direction and Uf the tungential veloc- 
ity due to rotation of the blade.    For the 
random problem it is convenient to assume that 
Uz is the only component that has random 
characteristics.    This is in agreement with the 
usual aeronautical practice of considering only 
vertical turbulence.    Furthermore, we assume 
that the random part of U, is a stationary, 
ergodic random function of time, then we can 
write 

Uz = Uz   +l,
z    »z(x.t)+U 

d r (13) 

Where UZ(j, Ujr are,  respectively, the nonrandom 
(detertiiinistic) and the random parts of U . 

39 

■    ■ '   -■■ ■:-r:;-,.-..-,---—<■■ 
i liiii MtiillMlirrilMiifr 1 



CHT lift «. «i dw wamm 

iMA an Umd m Ott V.zrtTiwui wrailylci tf k    .0.5 07  fsn'tti 
•aetltattaf «irMta is toawpwawttfe «tai. 11 T 4      * 

üJITr **** * « fc" "*' '^ "• 

« .Uwe« [^ - c/4 i - UjlC^ - yA) - j 
(14, ^.«.Sm^JOT^-lrtd« 

e*/a i - ^-c/*)2«] 

{«/2-rA)5] } ax k,, .a2 n
2 - cs^t« ^«^ d> 

«h«« c is tke chord leagtk ntio. a the slope 
of the lift carve, jr. the distance of the aero- *A.     —   A 
iynaaic center fraa Die elastic axis.   C'Ck) Si * 0*5 ö" n 1r 7    1(,,ldx 

is «Mpanble to the classical Iheodorsen 1 o 
fuaction aad is related to the rotor Make 
effects.   Since c«l, Eqs. (14) mmy be consider- yA  Ml—       s* 
ably siaplified hr retaining mir tens of the k32a0'5aM1rnJ    x,,2dx 

order c.   C'(k) is taken as 1. inlying that the 2      2 «^ 
rotor rake effects are ignored. 

2      2 1     7 
Recalling that iL. - Sx for any point on the k33 * n   *''o '   I    n6 yA 

blade, and using the jtotatioo of Eq.   (13) MS 
finally have I 

^ c. » - 0.5 tiy    /" x »ij dx 
dL > -0.S pacfix(z * 0x6) - O.S pacOxU dx (ls) "^ 

dM « 0.5 pac y.ax(2 ♦ 0x6) ♦ 0.5 pac y.QxU dx. M, J 

Equatiwis of Motion 

Utilizing Eqs. (IS) in the experssions of c » - 0 25 ti       \ 
Eq. (12) we are in a position to write down the 3    '    a, 
system of equations with constant coefficients 
with the right-hand side showing the random in- 
put functions as follows: a| * ^y * My /M| 

(g, + kn «, + fj n2 g,)  +  ki2 «2   "       (16) 

(Ojfl + kjgOJ.CjU 02 " ^ 5 M
y2

/M2 

k21«l   "   (82 + k22 «2 + "^ n282)   " 

<V^23e>   -2S ^'^ 
(g, + kg, g, + n^,) + ». (g2 + k32 g2 + n2g2) - 

M • M    /M 
y2      yl 

P 
and  y «   tfc , the generalized Lock number. 
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■qwnoNS OF mrm 

(1*) am tiw nwHii of i 

slM, ■§!«§ tw feMiing aptac; tte il^it tew< 
site Mug tkm lap« fiactlM.  9atM ■ UaMr 
qwtta. if tte iaptt is • tttflsMijr rifsdifr 
naioB flactiM of tias tkaa OMh of tk» 
ii» •»• • i» • siailar statis—ry, oigBAc 
AMtiia7«   Nmowr. tte suMlitf of tte 
ttotiOMijr siyiic rssjpo ftectioo gt, gg, • 
iqpliM ttat tte gmsial sotaeioo of tte teao- 
mmmm sot ewtosoteüt <• 6|- (W) *• «•» 
tfMsiMt solotiM7 aoi teace ws an oakjr 
iatonstod ia tte particalar selutioa of Eq. 
(1*).   Far tte caso of a liasar qrstaa oith 
cowtait osofHciMts sock as Eq. (16), tte 
yarticalar solwtioa is easily obtataoJ ia toms 
of tte sfoctml nrnswtatiaa of tte iapit 
ftectloa. 

FolloMiag Stosteikov7 tte speetfsl deasitles 
of fl. la ■■* • togstter aith tte pertiaaot 
crass-spsctral deosities caa te obtaiaad as 
liaear ftectioas of tte input spectral density 
ia tens of tte cofiutors of tte follwing 3x3 
astrix: 

»2 + lkI1t.+ i'10
2 

lAla8g1w-[e;u1,l
a♦4l•«la+4i•»', 

+
 c%*3f*2} * clC^^|•22+•2l•l2, * 

it») + C2C3(i2la32+531*22» 

+ C3C, 

%> lk12. 

.»2+ut31»+n2 

(17) 

12 

2«2 
^2— "2 

»i(-»2+ik3a«+n2) 

0l-2-kl3 

V -hs 

ß^-k^) 

If a|j are the cofactors of the eleaents 
An of the aatrix, Eq. (17), and A, the detetain- 
ant of (Aij), then the spectral densities of the 
output are given by: 

l^|2Sg1(W).[c;|an|2 + c2
2|a21l2 + 4|a31

2 

(18) 
f2Re |cj« 2(alla21,+ 

+ c2C3(a2la31) + c3Cl(a31all}]SU (u) 

U|2SflM-[c5|.I3l2 + c2|a23i2 + c23|a332 

(19) 
+ 2Re{c1c2(J,3a23) + c2C3(a23a33) 

+ c3Cl(5r33a13,}]SlJ(w) 

In Eqs.  (18) and (19) bars denote cooplex 
conjugates and Re stands for real part of the 
quantity following. 

Fron the assuned forn of z = mgi ♦ 1282 
and the transfora duality relationship between 
the correlation function of a randoa variable 
and its spectral density7'8 in the case of a 
stationary randoa process, we can show that 

<    z2   >      =       /    SZU dw (20) 

(21) 

sz(«) = n] SgjCw) + n^SgjjU + 2nln2 Re Sg1g2{u), 
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1 
; -1 

i; 
r; 

value of t, the 

Assow tm tke iapvt fmxtiom the ftolloM- 
lag anto-ooirelatiM ftactioa 

R  fr> 
U 

^e-N (22) 

Mhere o2 is the variance, I/o the relaxatiea 
tiae and T the interval between anjr specifled 
tines. 

Me can obtain fron Eq. (22), using the 
traasfom relationships of Kef. 7, the follming 
expression for the spectral «kaslty of the input: 

SjjM o2« 

vli? + -*) (23) 

The correlation fonction defined in Eq. (22), 
being the standard fon of a aeakly stationary 
Narkoff Gauss process, occurs in nany physical 
processes ard hence is a reasonable choice for 
an input ftncticn. In fact in Ref. 2 a sinilar 
for sji is derived on the basis of Kanan's theory 
of Isotropie turbulence. 

Kith Eq. (23) defining the input spectral 
density, we can readily coapute the nean square 
and the spectral density of the response z for 
given choice of the nodel shapes m and nj. 

Special solutions of interest are easily 
obtained by Modifying Eq. (16) suitably. Thus 
for exanple the case of zero torsion (of inter- 
est for conparison) is obtained fron the follow- 
ing 2x2 systen: 

2„2 
<g1 + »V51 + '',n'ß,) + *12g2.c1u 

(24) 
2„2. 

^*l + (*2 + V2«2 + ''2n22)!'C2U 

ORTHOGONAI. .MODE SHAPES 

(a)   Hinged Blades 

For the hinged or articulated blade, the 
normal modes of bending, n., and the ratios of 
bending frequencies to the1'rotational speed, 
v.  (j « 1, 2), are taken as: 

rjj = x n,, 3x - 4x 

(25) 
.2 = 3 

(b) Hinaelaas Made» 

For the Uafeloss blade, which Las not 
raceimd as wide attcatioa as dw Uafad hladas, 
thoo^i aast inter iesipu an dosed to a 
hingeless coefiguratiae, ee staple eipiessions 
caepanble WEqs. (25) are available. Ihe 
first Moatrivial ende for this case is treated 
usually as rigid flapping with an off-set 
hinge1'*. However, the aodel shapes used ia 
this paper were coapatod free the nueerlcal 
values presented ia Ref. 11 «here the natural 
vibratioa problea of rotating betas with various 
and conditions is treated in great detail. 
Since the aodal shapes enter into the evaluation 
of integrals kij following Eq. (16), noaerical 
integration was directly perforaed for KH with 
the values of nj froa Kef. 11. The vj values 
were also deteiained froa Ref. II 
found to be 

nd were 

vi 1.2 2.7. 

NUERICAL CONSTANTS 

General Constants 

The following niaerical values were for 
the general constants occurring in the problen: 

Y, the generalized Lock nunber, is a 
neasure of the loading on the blade and in the 
current usage has a range fron 2 to 16 . The 
renaining constants are all arbitrary as far as 
the response is concerned and hence have been 
chosen conveniently. 

Blade Constants 

Since most of the inertia terns occur as 
ratios, the simplest choice of the constants 
was obtained by treating the running mass of 
blade as a constant. The aerodynamic center 
and mass center eccentricity ratios y, and y. 
respectively were taken as - 1/640 and 1/400; 
I, the integrated blade moment of inertia about 
the elastic axis, was obtained from 

M 1 
3000 X. n. dx 

Then the ratios aj, »2, y and M1/M2 are 
obtained from the following simple relationships: 

The orthogonal modes TU of Eq. (25) are used 
extensively in the literature on rotor blades 
see for example Ref. 4. The first represents 
simple rigid flapping about the hinge and the 
second is a polynomial approximation to the 
actual mode shape of the rotating beam in 
bending. 

°y'yi 
A dx 

So   ^ 

y = 1.2 
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1 
-I 

Jt QgdB /'J 
• liMt» an a aetmi tvtar vitk 

m iatviMdiatc typ« of «■* Oxitjr. 

dx 

A dx r< 
mmum. msaas «ND CONCUDDIG BEMMOS 

Figuics 3a aad 3b show a plot of tke spec- 
tral deasity, S,, of the tnc-ver.e respons«, 
evaluated at the blade tip (* . 5 for the Un^d 
and hiageless cases, with and Nithont tonivutl 
coopliag; Fig. 4, sUtilarljr aiams the spectral 
density S., of the toniooal xespoase. Oaly the 
right half of each curve is shorn as they are 
all even {unctions of •«. Figure S gives the 
■ran square of the response z for the various 
cases. 

Ihomh these plots are ouly valid for the 
specific values chosen, yet soae general obser- 
vations are possible. Firstly, the response 
in the hinged case is, predictably, higher than 
that in the hingeless case. Secondly, the dip 
in Fig. 4 of the torsional responsr: occuring at 
the corresponding peak of the bending response 
(Figs. 3a and 3b) shows that at those frequen- 
cies the energy is entirely taken up by the 
bending nodes. 

Next in order of inportance is the absence 
of a second peak in the torsionless case of 
Figs. 3a and 3b and its presence in the coupled 
torsional case. Even with torsion, however, the 
second peak is proninent only because of the 
present plotting on a logarithaic scale. The 
second peak is at least two cycles in uagnitude 
lower than the first, indicating that there is, 
perhaps, only one aain energy-carrying ■echanisu, 

5ly the fundaaental bending node. 

Finally, we note froa Fig. 5 that the tip 
deflection is a relatively high fraction of the 
blade length. This would indicate that the 
present linear model based on snail displacement 
theory is only -i first approximation: future 
analysis will have to consider large displace- 
ments. 

We could carry the results one step further 
and compute the mean number of threshold cross- 
ings per unit tine using the output spectral 
density7. Such calculations are useful, for 
example, in predicting the fatigue life of the 
rotor blade. However, this will be presented 
in a sequel where the forward speed of the 
vehicle is dealt with. 

The principal ain of this paper has faecii 
to present a consistent first order set of 
equation» for the problem of a rotating blade 
under random loading, with features including 
blade flexibility, root-end fixity and ii>o<!al 
coupling«. The results from this problem, thus. 

«f Mcemlty, asbitmy. jwt siac* If is aot 
emixelf ■mpreeaf tlw af the iMtn^lc 
tufbalcM* patten chaam cnamly*'* it is 
possible to cMclute fnm tke results of Pigs. 
Sa sad 3b that the higher aodes aad aodal 
couplings aid peibsps sot very sigaiflcast at 
least for the linear systaa considered. It 
raasins to be sae» if this «ill be bone out is 
wMliaear systcas due to latge-displacewat 
effects. 
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Figure 1. GEOMETRY OF A BENT BLADE 

Figure 2. CROSS SECTION OF A BLADE 

Figure 3. SPECTRAL DENSITY OF RESPONSE 
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Figured SPECTRAL DENSITY OF TORSIONAL 
RESPONSE 

FiguraS. MEAN SQUARE RESPONSE 
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INSTRUMENTATION TECHNIQUES AND THE APPLICATION 
OP SPECTRAL ANALYSIS AND lABOSATORY 
SIMULATION TO GUN SHOCK PROBLQCS 

D. W. Culbertson 
Naval Weapons Laboratory 

Dahlgren, Virginia 

and 

V. F. DeVost      ^ 
Naval Ordnance Laboratory- 

White Oak, Silver Spring, Maryland 

Described are Instrumentation techniques used in, and major 
results of, measuring the ln-bore environment in 5" navy guns, 
performing spectral analysis of gun shock, and conducting 
laboratory simulation and correlation studies. 

BACKGROUND AND INTRODUCTION 

During 1969, a series of ln-bore 
ammunition premature malfunctions was 
experienced during b"  naval gun firings. 
An extensive investigation identified 
the most probable cause of these mal- 
functions as reaction of defects in the 
projectiles1 explosive filler to the 
gun ballistic environment. Accordingly, 
actions were taken to e. tblish amiauni- 
tlon production improvements as well as 
inspection methods to detect and remove 
faulty ammunition from service use. 

Subsequently, during 1970, addi- 
tional ln-bore prematures were experi- 
enced with inspected ammunition. At 
this time, examination of the accumu- 
lated ln-bore premature history indi- 
cated a strong correlation between the 
observed events and the very early time 
gun ballistic environment produced by a 
particular propelling charge assembly, 
see Table 1.  Renewed investigative 
efforts were directed toward definition 
of the early-time 5" gun environment 
and its effect on ammunition Perform- 
ance. The rather unique techniques 
involved in this investigation and the 
general findings are discussed herein. 

The reported vnrk was performed 
during the period November 1970 through 
May 1971.  It was a major portion of a 
Naval Ordnance Systems Command sponsored 
program designed to determine causes of, 
am' remedial measures for, in-service 
gun ammunition malfunctions.  Actions 
of the overall program are currently 
being published [I1, and will he 

Preceding page blank 

TABLE 1    ^> 
Explosive-Propelling Charge Correlation 
for 5"/38 Ammunition In-Bore Prematures 

Selected Parameters of 1970 
In-Bore Prematures  

Event 
No. 

1 
2 
3 
4 

Type 
Explosive 

Load 

A~3 
A-3 
A-3 
A-3 

Type 
Propelling 

Charge 

Type A 
Type A 
Type A 
Type A 

Bore Travel 
to Reaction 

(in.) 

1.8 
11.0 
10.0 
6.0 

Accumulated In-Bore Premature 
Rates for Six-Year Period 

A-3 Expl/Type A Prop Chg...1/1.5x lo5 
A-3 Expl/Type B Prop Chg...0/1.4x10° 

available to qualified requesters from 
the Defense Documentation Center by 
about early December 1971. 

PROCEDURES AND EQUIPMENT 

Ballistic Performance Studies. Two 
ürineipal experimental methods were 
used to measure the 5"/38 gun ballistic 
environment and its interaction with 
ammunition assembly components: a 5"/38 
MARK 12 MOD 1 gun barrel was instru- 
mented as shown in Fig. 1; and special . 
test projectile assemblies were 
Instrumented with either ppak-readlng 
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Fig. 1 - Instruaented 5"/38 gun test vehicle 

■echanlcal transducers or continuous- 
recording pressure and acceleration 
transducers as dhown In Fig. 2. The 
locations of these transducers were 
selected to provide Information on the 
pressure-tine history at the base and 
■outh of the propelling charge and the 
resulting pret-'-.e and shock loading on 
the projectl' structure and components. 
Instrumentation characteristics were as 
follows: 

a. The continuous-recording pres- 
sure transducers were exclusively the 
Klstler Model 607A, having a 75-ksi 
range and a 240-kHz resonant frequency. 
The continuous-recording accelerometers 
were either Endevcc Models 2291 or 2292, 
having respective range and resonant 
frequency characteristics of tloo kg, 
250 kHz anJ ±20 kg, 125 kHz.  Low noise 
coaxial cable wa3 used throughout. 
Data recording was on a Honeywell Test 
Instruments Model 7620 wide-band mag- 
netic tape system, double-extended mode, 
432 kHz center frequency, D.C. to 80 
kHz response at 120 Inches per second 
recording speed. End-to-end system 
response was 80 kHz. För the instru- 
mented projectile experiments,- the 
transducers were "hard-wired" through 
the gun bore to the signal-conditioning 
and recording equipment; tnis technique 
provided from 0.5 to 1.5 milliseconds 
of recording tine before adverse cable 
mot Jon/destruction effects ^»ere 
experienced. 

b. Mechanical gauges consisted of 
oeak-reading, self-recording acceler- 
ometers and oressure transducers. The 
accelerometers were the Mindlln gauge 
copper-ball, used to measure set-back 
shock spectrally at four frequencies, 
and the NOL W0X-5A, used to measure 
transverse and spin ac leratlons [2]. 
The peak-reading pressure gauge con- 
sisted of a base-detonating fuze body 
modified to incorporate four peak- 
pressure-reading diaphragms; the dia- 
phragms were located clrcumferentially 
on the fuze body Just forward of the 
threaded portion. These gauges were 
calibrated in the NOL 21--'nch Air Pun 
facility, using a set-back simulator 
developed specifically for gun Inertlal 
loading studies of proJecMle fillers. 

Shock Spectra Analysis. Shock dita 
analysis consisted of determining the 
component frequencies of the projectile 
assemblies used in the investigations 
and performing analog computer analysis 
of the components' response to the 
early-time pressure and acceleration 
pulses measured In the ballistic 
performance studies. 

a.  For component frequency analy- 
ses, the projectile assemblies were 
simplified to a three-component struc- 
ture: base, shell, and filler. The 
fundamental frequencies of Individual 
components were computed using the 
longitudinal sound velocity In 
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Fig. 2 - Projectile instrumentation 

materials theory [3], and were experi- 
mentally measured by monitoring the 
free-body ringing response. A schematic 
of the projectile and representative 
data obtained during the experiments 
are shown in Fig. 3- Tabulated results 
for empty and for inert and explosively 
loaded 5 projectiles are given in 
Table 2. 

b. Slngle-degree-of-freedom (sdof) 
system responses to the experimentally 
determined gun-projectile pressure and 
acceleration pulses were computed using 
the NOL Analog Shoclc-Spectrum Analyzer. 
The analog analyzer was used In lieu of 
digital computer techniques because 
primary Interest was only In the early- 
time, *1.0 millisecond, portion of the 
gun ballistic environment; additionally, 
many of the continuous shock recordings 
contained large signal errors at cable 
destruct times, which would have been 
difficult to correct jn the digital 
system.  Response accelerations were 
obtained for sdof system franuencies 
of from 430 Hz to h^ kHz',  system damp- 
Ing was 2.0 percent of critical. 

Simulation and Correlation Studies. 
Laboratory simulations and analytical 
modeling were performed during the 
investigations in order to obtain 
better understanding of observed 
exoerlmental results and to ninimlze 

costs of full-scale experiments. These 
efforts were primarily concerned with 
examination of the 5" propelling charge 
ignition-ammunition interaction phe- 
nomena; initial ballistic performance 
experiments suggested the presence of 
ignition compression waves possibly 
producing considerable grain and car- 
tridge case closure plug motion in the 
Type A propelling charge. Plash X-ray 
experiments, using an unconstrained 
flbergla& cartridge case with standard 
primer, propellant, and closure plug 
components, were performed to obtain 
a more quantitative understanding of 
the phenomena.  Concurrently, air gun 
experiments were performed; the appa- 
ratus is shown schematically in Fig. 4. 
The experiments were designed to estab- 
lish an economical laboratory technique 
for Simula*--"ng the observed early-tiirje 
gun ballistic environment on the base 
of projectiles. Th.; resulting tech- 
nique was subsequently used to study 
the response of specific ammunition 
components, especially- mechan'cal fuze 
components, to the simulated early-time 
gun environments. 

MAJOR RESULTS AND DISCUSSION 

Ballistic Perforr:;:tnc'j Measurement; 
Data obtained from the high-response 
pressure-time instrumentation !n the 

49 

- mi- f i-iliillfllilitli-1"-**'^^'^ in 1  urtM «mir mmämttm fmi 1 1   11 r- m-'iii-ir-'^ 



t»  0.5 as 

>»        Shell (i - 1.39 ft)        •* 

I Äqtehcd after shell       ^ 
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ialtigate^!:ell ringing      ^ 

BBf^ty Projectile 

*i     f» Base (1 - 0.125 ft) 

T^zzzzz^--- 

Filler E 

>-  1 ss 
!-*-Filler (J - 1.16 ft)     »-i 

Fig.  3 - Component frequency measurements 

iKÄ^EV. 
TABLE 2 

Projectile Component Frequencies 

Projectile 
Configuration 

Corapoiient 
Measured 
Frequency 

(kHz) 

Computed 
Freauency 

(kHz) 

Log 
Decrement 

Damolng 
(%  Critical) 

Empty 
Base 61.0 65.5 « » 

Shell 5.8 5.9 1.05 <0.5 

Inert 
Loaded 
(Filler "S") 

Base 46.0 65.5 » # 

Shell 5.8 5-9 1.14 2.0 

Filler 2.9 2.8 1.08 1.0 

Live 
Loaded 
(COMP A-3) 

Base 50.0 65.5 « # 

Shell 5.5 5.9 1.2 2.6 

Filler 2.7 2.8 # # 

♦Not Measurable 
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Fig. 4 - Air gun siraulation facility 
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Fig. 5 - Comparison of Initial case mouth pressure profiles 
for Type A and Type B propelling charge 
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Sua ctaabcr «alls quickly Idoitlfled 
» significant difference betaeen l^rpe A 
and type B propelling cbarge ballistic 
perfonanee; at the cartridge ease 
aoutli, the IJype A charge consistently 
pr-Tdoced a characteristic step rise as 
coaparsd to the aore gradual rise char- 
acteristic of the type B charge; see 
Fig. 5 for saaparlsan. The overall 
pressnre-tlne pulses for both types of 
charges are eoapared In Fig. 6; analy« 
ses of these profiles Indicated that 
strong, coabustion coapresslon saves 
were present In both charges but that 
this phenoaenon aas aore severo In the 
type A charge. Further analyses, 
including consideration of pressure 
■easurat uits nade at various distances 
along t'ae propellent bed, and the 
det»<l design characteristics of the 
tinarge ignition systeas. Indicated that 
the observed wave actlun was related to 
initial propellent ignition and subse- 
quent burning front development. Also, 
the analyses suggested that significant 
propellant mass was being accelerated 
behind the closure plug, adding to the 
nass lEoactlwg the projectile base. 

Data obtained from the instrumented 
projectile experiments are given In 
Table 3 and recordings are shown in 
Fig. 7. Mhlle the mechanical gauge 

effort was haaperod by projectile 
recovery probleas, useful data «ere 
obtained Indicating that setback 
shocks, angular accelerations, and 
projectile filler base pressures were 
significantly higher In the rounds 
fired by the type £ propelling charge 
than in those flreJ by the type B 
charge. The continuous-recording 
InstruBentation provided useful data 
during the very-early-tlae charge 
ignition-projectile start period, about 
0.5 to 1.5 Billiseconds froa initial 
projectile base pressure rise. These 
data, as shown in Fig. 7, established 
tba - the projectiles fired with Type A 
propelling charges were subjected to 
significantly aore severe early-tia» 
shock than were those fired by the 
Type B charge. Of particular signifi- 
cance was the high-amplitude, short- 
duration pressure oulse observed by 
the pressure transducer in the projec- 
tile base; it was hypothesized that 
this pulse was caused by initial Impact 
of the Type A propelling charge closure 
plug and accelerated propellent grain 
mass. This was verified and quantified 
during simulation stuoies as explained 
below and was found to be the most 
probable cause of explosive filler 
initiation in the service premature 
function!ngs. 

GAUX LOCATION 

TIME. 1.0 MS/DIV 
Fig, 6 - Comparison of pressure-tiise profiles 

for Type A and Type  B nropelling charge 
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TABU 3 
Itoctamlcal Gang« Data 

Type A Propelling Charge 

Round 
lo. 

tfQZ-5* Spin Acceleration Preasttre Qerage 
* Above 
KMinal 
Setback 
Fresaure* 

Ball 
Defoiwttlon 
Avg (1/1000") 

(Bad/See2) 
Piaphraga 

DeforaatlOD 
(lAooo") 

Peak 
(P»l) 

1 
2 

3 

2.60 

3.75 
4.95 

585,000 
840,000 __ 

1,100,000 

t 
6I.O 
70.0 

29,500 
30,400 

41.0 
45.O 

Type B Propelling Charge 
1 
2 

3 

t 
0.8     '  180,000 

1   - 
40.0 
48.0 

27,000 
28,000 

13 
18 

•20,900 psi for lype A and 23,800 psl for Type B charges 

tpiller In the region around the gauge dlaphragas was gouged when the 
base fuse was asseabled and was net In contact with the dlaphragas. 
Readings were very low. 

(Round broke up; none of the gauges were recovered. 

•♦Apparent'jr rotor inertia force was not high enough to overcome the 
setback frictional force — this happens frequently with ^pe B 
charge firings. 

n 

-^^/rVyy^/! 

TRANSDUCER LOCATIONS 

Pig. 7 - Typical continuous recordings 
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Type B Charg« 

8.5 Scat 
Response 

3-14 kg 
Nose Püze 
Shock 

- S.58 kHz 
Ret oonse 

Fig. 8 - Comparison of propelling 
charge shocks and analog responses 

Shock Analysis.  Fig. 8 shows 
typical recordings and analog responses 
of Types A and B propelling charge- 
produced shockb measured at both pro- 
jectile base and nose locations. 
Spectra of the shocks are shown by 
Pig. 9. These data show that the 
early-time shock peaks produced by the 
Type A pi-opslling charge are more than 
four times higher than those produced 
by tne Type 3 charge.  As expected, 
responses approaching the natural fre- 
quency of the projectile base (46 kHz) 
are the highest; responses for the 
Type A prop Hing charge are from 1.7 
to 21.6 times higher than comparable 
responses for the Type E propelling 
charge. 

Slaulatloq and Conrelatlon Studies, 
fyplcal flash radiographs obtained 
during the special flash X-ray experi- 
ments are shown by Fig. 10. These 
exposures contrast the grain-closure 
plug perfomanee exhibited by the Type A 
and Type B propelling charges. For the 
Type A charge, the cork closure plug, 
originally about three inches thick, 
has betm compressed to approximately 
0.5 Inch thick, has assumed a convex 
striking surface, and is being accel- 
erated toward the projectile base to a 
peak impact velocity of approximately 
700 ft/sec. The closure plug fired 
with the Type B propelling charge dis- 
integrates and Impacts the projectile 
with considerably less velocity and 
force. This action Is attributed to 
differences in propellant grain size 
and mass, and ignition development 
between the two charges; for the Type A 
charge, smaller propellant grains plus 
relatively small area of initial igni- 
tion action result effectively in a 
rather compact mass of propellant 
grains and compressed gas being driven 
toward the projectile seat. In the 
Type B charge, larger grain size per- 
mits more gas flow forward and through 
the unignlted propellant bed. This 
results in less propellant motion and 
produces enough pressure against the 
closure plug to disintegrate it. 

Typical results of air gun simula- 
tions of the closure plug/propellant 
mass and projectile base impact phenomena 
are shown by Fig. 11. To determine the 
conditions for equivalency with the 
mear ired 5"/38 gun parameters, the simu- 
lated propellant mass ranged from two 
ounces to five pounds, while plug impact 
velocities ranged from 28o to 1420 
ft/sec.  It is seen that with approxi- 
mately a one-half inch convex plug lead- 
ing edge shape, plus approximately 2.5 
ounces of simulated propellant mass and 
a final plug impact velocity of 755 
ft/sec, the projectile base pressure and 
acceleration' profiles are essentially 
identical to those measured in the g':n- 
fired instrumented projectile 
experiments. 

These simulation?, provided clear 
evidence that the severe Impacts and 
high impulsive pressures recorded at 
the bases of projectiles using the 
Type A propelling charge were produced 
by the grain-closure plug impact 
phenomenon.  Further analysis Indicated 
that the observed projectile base impact 
loading was subjecting the explosive 
filler at the projectile base-exriloalve 
interface to low level sh' ck pressure 
pulses of about O.h  to 1.5 kb with 
durations of approximately 3^ ''■, 50 
microseconds.  Through examination of 
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Pig. 9 - Early-time spectra of 5"/38 set-back shock 

available shock initiation data for 
high explosives. It was possible to 
construct a family of initiation 
probability curves for Composition B 
explosive as a function of pressure 
level and pulse duration, see Fig. 12. 
Data from Ref. [4] were particularly 
useful here since these data allowed 
unl'jue estimation of the 0.1^ and 0.01^ 
Initiation probability curves to supple- 
ment the normally determined .50^ proba- 
bility curve. Entering these curves 
with the estimated average Impact pulse 
characteristics, I.e., 1.0 kb and 40 

microseconds, a predicted explosive 
initiation freouency of about one in 
10* events Is obtained.  This compares 
closely with the observed service 
ammunition premature rate of about one 
in 15 x 103 events.  It should be noted 
here that the Composition A-3 explosive 
Involved in the service prematures Is 
generally acknowledged to be somewhat 
more sensitive to shock Initiation than 
Composition B explosive, for which the 
initiation probability data were 
available. 
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During this noxk,  a great deal was 
learned that was not previously known 
about gun ballistic paraaeters. The 
techniques developed are proving of 
value in deteralnlng design adequacy 
and performance safety of other naval 
gun aomunltlon systems. Finally, It 
should be noted that the ballistic 
anomalies detected in the Type A pro- 
pelling charge have been rather simply 
remedied; Improvement of the charge 
ignition system has been effected, 
resulting In essentially identical 
ballistic performance for the two types 
of propelling charge assemblies. 
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THE EFFECT OF "Q" VARIATIOBS XX 

SHOCK SPECTHM ANALYSIS 

M. B. McSrath 
Martin Narietu Corporation 

Denver, Colorado 

and 

V.  F. Bangs 
National Aeronautic« and Space Adnlnlstration 

Goddard Space Flight Center, Maryland 

The response shock spectma is a function of the assuaed doping or 
amplification factor, Q. The wide range of Q values used in the aero- 
space industry coapllcates the coaparlson of shock spectra. One meth- 
od for estlaating the sensitivity of a shock spectrum to a variation 
in damping is to perform a statistical analysis of shock data. This 
paper presents the results of such an analysis in the form of conver- 
sion factors that can be used to adjust a spectrum from one value of 
Q to another. The conversion factors are supplemented with an estimate 
of the variance and the probability distribution of the data. The data 
are further used to estimate the average number of equivalent cycles 
of sinusoidal motion present In the complex wave. 

INTRODUCTION 

The amplification factor, or Q, used in 
shock spectrum analysis varies throughout the 
aerospace Industry. Values ranging from five to 
50 are typical, but there is no one standard 
value. Often a shock spectrum is available, but 
with a Q different than the analyst desires; 
converting the spectrum to the desired Q value 
requires recomputing the spectrum using the orig- 
inal acceleration time history. In cases where 
the original data are not available or It is too 
costly to recompute the spectrum, another method 
is obviously needed. This paper presents two 
empirically derived curves that can be used to 
adjust shock spectra from one Q value to another. 
The curves are based on data from pyrotechnic 
shock tests conducted under Contract NAS5-15208 
for Coddard Space Flight Center and discussed at 
the Alst Shock and Vibration Symposium [1]. A 
total of 16 measurements of acceleration time 
histories were used in the analysis. Shock 
spectra were computed for the 16 measurements at 
third octave frequencies for Q - 5, 10, 20, 30, 
40, and 50. The resulting data were normalized 
to the Q • 10 spectrum and a statistical analy- 
sis was performed on the data. The results are 
two curves, one for peak values of spectra and 
one for non-peak values of spectra, giving a 
conversion ratio or adjustment factor for Q val- 
Ufcs from five to 50. 

The conversion factors represen -i-    verage 
of ratios between two spectra for the .. ..e accel- 
eration-time history for two different values of 
Q. The data points of a spectrum to be adjusted 

from a given Q to a new value of Q are multi- 
plied by the simple conversion ratio from the 
curves that relates these two amplification fac- 
tors. The non-peak and peak values of the spec- 
trum are multiplied by two different factors. 
This method allows an approximate new spectrum 
to be calculated with little effort and time. 

The adjustment factors and the transient 
response of an oscillator to a sinusoidal base 
input are related In the paper to allow one to 
estimate the average number of equivalent cycles 
of sine motion present In an acceleration-time 
history for various values of Q. 

The paper also presents the average ratios 
for conversion and the standard deviation of the 
conversion ratios, and discusses the statistical 
distribution of ratios. These statistics allow 
the user to incorporate varying degrees of con- 
servatism into his analysis. 

SHOCK SPECTRUM FUNDAMENTALS 

A shock spectrum Is defined In terms of the 
maximum response of a series of slngle-degree- 
of-freedom sprlng-mass-daraper systems. The maxi- 
mum response of each oscillator to an Input base 
acceleration Is plotted either a«, a function of 
the oscillator frequency for one damping ratio, 
C, or as a function of the amplification factor, 
Q. The most common spectrum In use is the maxi- 
max spectrum. In which the response is the abso- 
lute acceleration of the oscillator mass. For 
this model the governing differential equation 
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la 

x + 2cu 1 + u2 « ■ -y (t), 
M    n (i) 

where 

« - x - y « relative dlsplacenenc of the 
■ass; 

x • absolute dlaplacenent of the BBM; 

y » absolute dlsplaceaent of the base; 

u2 » k/m - natural frequency of the 
oscillator; 

C - C/Cc - damping ratio: 

Q - 1/2C - amplification factor; 

y (t) ■ specified absolute acceleration of the 
base. 

The response of the system to a relative de- 
flection for zero initial conditions and for C2 

« 1 Is 

('V)--^  j  y (T)e-tWn<t - T) sin. 

ain(t - T) dt (2) 

The approximate response due to absolute ac- 
celeration is related to the relative deflection 

by 

X (t) - -i/ z (t). 

For a specified frequeocy^th* response 
will depend on the excltatioa, y (t), and the 
damping ratio, C. For a cimple pulse thmt can 
be expressed analytically, the response caa be 
determined by Integrating Cq. 2, and the rela- 
tion between twr. spectra for different values of 
Q can then be calculated. The shock spectra de- 
rived from measured acceleration time histories 
will have a complex response; the effect of damp- 
ing can only be determined by actually integrat- 
ing Eq. 2 for each value of Q desired. Ho sim- 
ple method exists for predicting the effect of 
damping on a spectnns. One approach Is to use a 
statistical analysis of sufficient data to deter- 
mine the sensitivity of a spectrum to damping on 
an average basis. 

DATA ANALYSIS 

Sixteen shock spectra, taken from a series 
of pyrotechnic shock teats perfonaed on the 
truss frame of a launch vehicle, were used as 
the basis for a statistical analysis. The spec- 
tra were taken from locations that varied from a 
few inches to over ICO Inches from the source. 
For each of the 16 coaiplex acceleration-time his- 
tories, spectra were produced for values of Q of 
5, 10. 20, 30, 40, and SO. The sfectra were nor- 
malized to the Q « 10 spectrum by dividing each 
spectrum value, at the 1/3 octave band frequen- 
cies, by the corresponding value on the Q « 10 
spectrum. This resulted in a 16 x 18 matrix of 
data ratios for each value of Q from five to SO. 

Because the plots of the original spectra 
and the normalized data indicated that the values 
were randonly spread over the entire frequency 
range, the data were averaged for each valua of 
Q.  The results are plotted in Fig. I. The 

30    (.0   lu 

Fig. 1  Correction Fatter v>; '.i Fron Pat. 
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awosffa« rnemm mm caixtoi «tt for tkm 
peak »ai paak TOIMK of the spwstn. wick tlw 
pMk TOI— imtag • «ach —lltr ■■pin. UM 

nw tmvm im rig. I «taw ch* Mwltlvlty of tk* 
Atta to Q ani daarly daeoment« ttat dw pMka 
at* aaca aensitlvc chaa tha — part». Ika «r- 
4icacc la tha cwractlaa factor. «Uch la tha 
ratio of tha apactta «alaa for «arloaa Q'a 
MlUai to Q > 10. 

ha caattfct la laf. (1), 
ia4 «at tha aaaa typ» of atatlatlcal eatl- 

■ata of aaaalttvlty to «atylat Q «alaao. Shock- 
apactra «or« pcaiacad for 10 ■aaaawet* fnai 
prlaary atractara for Q'a of S. 10. 25. aad SO. 
Tha data wara thaa aocaallaod for castor haaa 
fraqoMclaa to a Q of 25. Tha apraad of 4ata 
■ppaarad to ha tamtam In Mtare. moi a aaaa «al- 
aa for tha data far aach «alaa of Q «aa 4atar- 
■laad. Ibaaa roaalta. renonwllaad to a Q of 10. 
an plottad la rig. 1. 

Ike lacfchaai aaalyala IwclaJad both Uw 
peak aad aon paak data wttkoat diacrlalaatloa. 
Ike Lockkced eonra falls batwaco tke peak ami 
ooo-peak corvea. ladlcatlag good agrccaaat be- 
twaan tha tao acta of ladcpeadcat data. 

Tke correction factor corvee can he used to 
adjaat a aprctna tmralvlog Q'a other than Q •• 
10 by coaaldariaK the process as a two-step oper- 
ation, for aaaaple. In coaverclag non-peak data 
froa a Q of 20 to a Q of SO. we fIret convert 
froa 20 to 10 using 1./1.13 fron Fig. 1. To get 
froa 10 to SO, we use the factor 1.30. The to- 
tal neon correction factor is then 1.30/1.13. 

To add conservatisa to the adjustaent fac- 
tors, the variances of the data were calculated 
since the ratio» are scattered soaewhat. The 1- 
stgaa values for the non-peaks and peaks are 
given in Tsble 1. 

TABLE 1 Calculated Standard Deviations. <?, 
for Correctica Factors 

Q Non-Peak Data Peak Data 

5 0.08S 0.10 

10 0 0 

20 0.10 0.15 

30 0.15 0.24 

40 0.19 0.30 

50 0.21 0.34 

Notice that the o  values are different for each 
curve. The correction factor for the normalized 
Q value la one by definition and the variance 
for the nomalized Q « 10 point has a zero vari- 
ance. 

The values in Table 1 represent one-sigma 
numbers: the amount of conservatism to be added 
can be deteiained by the user. The statistical 
distribution of correction factors was examined 
by plotting a histogram of the points represent- 
ing the ratio of Q - 20 to Q - 10 for non-peaks. 
This distribution is shown in Figure 2. 

tt ?■• fairly ccrtais that tha data arc not 
aoraalty dlatribotad hiraaai of tke acvara akaw- 
acas of tke cwrac. Iota Oat tkera are potato 
koto* 1.00. «kick la aatlkaly; tkerafore. tbeaa 
polaca rcptaacBt aecwlatad errors la apaetral 
coapotatlaa*. plot roadlag. etc. He aooU «t- 
poct the eorractioa factor to be howadad by 1.00 
oa tke low and aad 2.00 oa tke klgk «ad baeaaaa 
tke aMd—a reepraae of a Q •> 20 oscillator la 
mice tkat of a Q * 10 oacillator. Bouaded dla- 
trlhatfoaa. Shaped lite that of Pig. 2. arc typ- 
ical ckaracterlatlca of tke beta or Paarssa Type 
1 density fonctions. 

rigurc 3 la the ctaaOative dlatribatioa 
plotted ftoa the aaaa data need for Fig. 2. la 
coBvertlag apectra froa Q - 10 to aoae other Q 
valoc, oae can qoaatlfy hla conacrvatiaa by ~ 
oalng th« appropriate « valoa to dcteraiae the 
probability of being too low. For exaaplc. the 
aaaa «aloes of Fig. 1 »ill he conacrvatlvc about 
6SS of the tlae; the aaaa pioa o wil'i be high 
about MX of the tlae. etc. Is two-step opera- 
tioos. the probability la not coaulatlve and the 
valuea la Fig. 3 apply. 

EQOIVALEMT MMBEX » CTCLEj 

Knowing the correction factor« for a set of 
typical data, it is posalble to deteraine the 
equivalent noafcer of sinusoidal cycles present 
in the data. This aay be of Interest in fatigue 
probleaa or in coaparing transient and sinusoidal 
tests. 

It is first necessary to calculate the cor- 
rection factors for the idealized sine input of 
N cycles duration. Froa Ref. 2, the expression 
for the i-esponse of a single-degree-of-freedoa 
oscillator to sini:soidal base excitation at its 
natural frequency is 

4 - e-^) COS ut t, 
n 

(4) 

where the notation is the same as in Eq. 1. Tie 
correction factors for sinusoidal notion are 
then derived by dividing by the peak response 
for Q ■ 10, giving 

(y) .2 d-e-"^) (5) 

(y) Q-10 10 (l-e-"'"10) 

Plotted In the same format as the data in 
Fig. 1, Eq. 5 results in the curves shown in 
Fig. 4.  For values of Q less than 10, the curves 
are not reliable since Eq. 4 is only valid for 
small damping. 

Note that In these semi-log plots, the ac- 
tual data (Fig. 1) result in a "nf, but that 
the sinusoidal input produces cu.ves. This in- 
dicates tha: actual shocks do not contain a 
unique number of equivalent sinusoidal cycles. 
The broken line In Fig. 4 Is the data line from 
Fig. 1 for spectral peaks. The number of cycles 
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Fig. 4 Correction factor vs Q for Sine Input of N Cycles 

giving Che saae correction factor as data is a 
function of the assuned daoplng. For Q's of 10 
Co 20. 3.3 to 4 cycles of sine Input have the 
saae correction characteristics as data. For 
hlgher-Q systeas, 40 to SO for example, four to 
five cycles Is «ore realistic In ten» ot  cor- 
rection factors. 

The most important conclusion dravn fri»«< 
this figure is that one cannot choose a sine 
burst type of Input to represent field data for 
a wide range of Q's. Such an equivalence does 
not exist. Practically speaking, however, if 
one wer»; to use an input of four sinusoidal cy- 
cles and match spectra for a Q of 10, tne error 
In response would be only +3.32 and -6.731 for 
Q's of 10 to 50. Such an equivalence Is, of 
course, limited to the narrow frequency band 
about the peak in the data spectrum. 

CONCLUSIONS 

The data in Fig. 1 allow a spectrum to be 
adjusted for any given value of Q between five 
and SO to any other value of Q in that range. 
This adjustment procedure is based on a sizable 
amount of data and good agreement between two In- 
dependent sets of data. The method of estimat- 
ing the new spectrum is most effective when the 
original data are not available or when the costs 
involved are prohibitive, 

A degree of conservatism can be added to the 
adjustment by using the computed standard devia- 
tions of Table 1 and the cumulative probability 
plot of Fig. 3. The maximum number of equivalent 
sinusoidal cycles Co be expected in a shock sig- 
nal Is a function of the Q of the system being 
excited. However, the number of cycles present 
in an average signal may x estimated by compar- 
ing Che adjusai<ent factors of Fig, 1 to  those of 
Fig. 4. 

65 



1.   «. P. toter Mi K. P. 
Pjrtvtectaic Shock la 
Shock aal Ylhratlm tellrtto. 

IfTO. 

of 
ladMStcy, 

tmn 5. 

2.   J. D. Gam tmt %. h. 
fl— »wwlop—t,1 

■■Iteti«. Pm S. 
Ml VlhraciM 
1970. 

Ton taw pnMntcd 

octaves, it 
to the 
Banre fon 

(let PwiHilfftow Lebowtocyyi 
• nice rdattvely SiS ud 

Bat yon vutlued eatbrely is 1/3 
tint tte eflect at Q is rdtted 

required in the riiock spectmn. 
at tte tfCect of »soiatlOB la tte 

ctancter to those 

Mr. McCarsth: We performed the shock 
■pectnun ash« • dgital conpater so that, un- 
Uke the inataf method» «e «ere 3iot boUwred iqr 
tiK bendwidth of an analyser. We had the exact 
re^qose, hot one might qpestfaai whether there 
is enaagb definition in the spectrom since me 
have only platted 1/3 octave frequency points. 
The reason for using l/S octave points is that it 
begins to get pretty expensive when yon go be- 
yond that point. It is expensive as it is when 
yon are analyzing quite a few pieces of data. 
But it is not the same thing as an analog, and I 
do not think one needs to worry about the sen- 
sitivity of the bandwidth. 

Mr. Trammel; Did you use the 1/3 octave 
resolution or not? 

Mr. McGrath: I do not think that term ap- 
plies when using a digital solution unless I mis- 
understard your question. I think your question 
is related to an analog computer. Perhaps in 
between the 1/3 octave points there may be a 
peak that will be much higher than is shown. 
Daring a study that we did for the Goddard Space 
Flight Center we analyzed a bunch of l/ej'i 
octave data and we found that there were very 
few cases, other than one case in which the data 
were questionable, where this had a real effect. 
Of course you will miss the peak, and you will 
miss the peak by a certain error, but it appeared 
to us during that study that a 1/3 octave analysis 
was sufficient to get close to the peaks and that 
you would not miss them. 

Mr. Wada (Jet Propulsion Laboratory): At 
JPL we also fire various types of pyro charges to 
get measured data, and our structures might be 
quite different from yours. If we used the type 
of data that you have presented is there any 
word of caution as to how we might apply your 
data to structures that might be of different 

that yon 
? 

to analyse 

Mr.McOrath; As I Irtsd to point out In the 
wse data were taken from a large 

tnss and the locations varied from close to the 
source to fiv away. LockheedTs data «aspiolted 
from their barrel tester, «hleh is a skin-ring- 
frame type of strnctore, and in this partiealar 
case, gnre a reasonable agreement. Ton can not 
really extrapoiatf since yon Just do not know all 
the variables, I wradd have some confidence tart 
I wonld not say yon could go with 100 percent 
confidence. Ten would needmöre data. Bowever, 
this 1» a start in the absence of any other method. 

Mr. WadK Ton have used truss type data 
and sUn-stringer type data. Do you feel that 
these represent the extreme bounds to condttlons 
that might exist in real structures? Our struc- 
ture might be different because it contains many 
interfaces and I wonder 111 can use the data with 
confidence or should ' be very cautious? 

Mr.McOrath: I would be a fool to say any- 
thing other than you would have to be cautious. 

Mr. DeVost (Naval Ordnance Laboratory): 
This is not necessarily addressed to your paper. 
I would like to expand a little bit on what I said 
to Mr. Martin when he asked how much or what 
Q factor or how much damping we used in our 
analysis. In Mr. Culbertsoi/s presentation be 
showed a slide in which we had analyzed the com- 
ponents of the projectile with which we were 
dealing, and we found that the higher frequency 
components of the projectile were somewhere 
near 1 to 1-1/2 percent damping, and the filier 
which is a soft material had around 3 percent 
damping. We selected 2 percent damping for all 
our analysis because we were comparing two 
bullets fired by different propellants. 

Mr. Martin (Langley Research Center); This 
is what each manufacturer does. If he feels that 
the highest Q he has on board is 10, he will 
usually analyze for 10. With each one using dif- 
ferent values of Q it makes it difficult when you 
have picked the value that you are going to use 
and it is different from what they have. 
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»oftteovtri- 
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Mr.McGwtte nendOMMtMontote 
«qr nuoi ttat I kaov of to aw one Q Cactor or 

ttat psri^s on» Aodd drnwlop mon the eoB- 
coptoCa fnarter tfwwfom aiMe it kM i 

tare bat I do not kaow «hat ft icaUy meaM to 
osa tUo, or to cMnal« it ia a ohock SDoctmi». 

yotce; Too ionre no gaidelioes aa to 
Viag eoald be osed, baaed opoa yoar 

eipertenee? 

Mr. MCCrrtb: NO. «e in oar partiealar 
eaae we mi a Q of 10 joat from paot atperlencc. 
I tUnfc thia ia tne acron the imbatry and tbere 
is really no reason for it, «hfeb is anfortnoate. 
This ia a particular area where some more work 
should be done and I think some people are work- 
ing on that. 
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Jack Q. Parks 
Research, Development  and Bnjineerinj  Directorate 

D. S. Amy Tank-Aatoaotive Command 
ffarren, Michigan 

Analog computer circuits are described which provide 
a complete Fourier Analysis of repetitive data signals. 
The approach is a two step operation which begins with 
the computation of the Fourier Sine Integral of the 
signal to be analyzed. This integral serves as a low 
band pass filter for the frequency-difference component 
of the dJta signal and the test sine wave signal. The 
frequency of the test sine wave is increased until a 
threshold detector indicates that a frequency resonance 
is present. At this point, a computer subcircuit 
examines one cycle of the Fourier sine Integral and 
provides outputs which establish the amplitude, phase 
angle, and freqjency of the signal component under 
study. The main circuit is then allowed to continue 
until the next frequency component is encountered. 
Results are presented for special wave forms. Frequency 
resolution and operational limitations are discussed. 

ISTROO'JCTION 

Commercial instrumentation 
currently available for the frequency 
analysis of complex signal wave forms 
provide a wide variety of computation 
outputs. As a direct consequence of 
the associated sophistication this 
equipment is otten expensive and 
frequently exceeds the budget limita- 
tiont of small research groups.  How- 
ever, most laboratories have small 
analog computers or can justifv their 
acquisition based on their utility as 
a general computation tool. 

Simplified instrumentation is 
described in which analog computer 
techniques are used to permit rapid 
frequency and correlation analysis 
of repetitive signal wave forms. 
Signals may be obtained from multi- 
channel magnetic tape loops which 
contain a logic signal to synchronize 
the operation of the computer or from 

excitation systems causing the signal 
generation. Output results provide 
frequency of the Fourier components, 
phase angles relative to the onset of 
computer logic, and absolute amplitude 
values through the use of counters and 
digital voltmeters. 

The method Is a two step operation 
which starts with the computation of 
the Fourier Sine Integral of the signal 
to be analyzed. The integral acts as 
a low band pass filter which transmits 
the frequency-difference component of 
the data/test signal combination only 
in the near-frequency region of the 
data signal frequencv.  The frequency 
of the test sine wave is increased 
until a threshold detector indicates 
that a frequency component is present. 

At this juncture, a subcircuit 
examines one cycle of the Fourier Sine 
Integral computation considered as a 
function of integration time and 
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provides output* lAidi establish ths 
aaplitnds, pbas« angle, and frequency 
of the signal frequency conpoaant under 
study. Me aain circuit is then 
alloüed to continue, either aanually or 
automatically by aeans of a logic 
clock, until the next frequency coaipo- 
nent ii» encountered. 

TRBORy 

Ihe Fourier Sine Integral of a 
function of time, f(t), is given by 

where f(t) according to the Fourier 
theorea is 

(2) 

O) 
(3) 

f(t)=2 Ansm^tf^) 
Tl«0 

The evaluation of Eq. (1) for one 
value of n yields 

Tfl*/u[S4,T^-Sw]/2* 
Where S4«,r*A4«Sin[^W)T*^„-*)] 

Terms in Eq. (3) involving a»„-10 
are considered negligible. The form of 
Eg. (3) is useful in locating values of 
(ttR by varying U) and performing the 
integral on an analog computer. However, 
Eq. (3) does not lend Itself to simple 
application in ths determination of 
phase angle or amplitude.  If Eq. (3) 
is considered, however, as a function 
of T only (all other variables being 
held constant) then phase angles and 
amplitudes are readily available para- 
meters through an examination of the 
behavior of yn{T). 

Parameter examination may be 
accomplished by using the following 
analytic factors:  At time T=0, 
^(T'-O) = 0. The period, Tjj, required 
for ?5,(T) to repeat itself is directly 
related to f, the frequency of the test 
•sine function, and fn, the frequency 
component of the data signal. 

the phase angle. ^ , aay be ob^ 
tained by exasining the sero root of 
%{1\  between T-0 «d T-T^, defined 
here as Ta 

ia sfcl* 4 SI 4 £ 
Tb T 2 T T      (5> 

Where  |j = -1 (tl) &r Af >0«0) (6) 

values of ■ for general values of 
9II-# as well as values of 40 in 
specific cases are deterained fro« the 
conditions listed in Table I. 

The integral of ^„(T) free T=0 to 
T=T!b provides a method for determining 
the aeplitude, R^  , of the nth frequoxy 
component. 

fl V s^ (7) 

TABLE I   . 
Values of IT) and &f 

fn^tT. 
-• 

(4) 

rrfc 
JTJDdT 

dt;(T) 
dT 

Tk 
M>o Af<0 

>0 <0 +5 -I 

>0 >0 +3 +1 

<0 >0 +3 +1 

<0 <0 +1 +3 

A0 
>0 

<0 

=0 31T/2 */e 

IT/2 iir/j 

>0 n 
=0 

<0 0 

where the plus (minus) sign is used 
when f is less (greater) than fn. 
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camummm cxscom 
Ihm circnita to b« d*scrib«d iwr* 

t*st«d on an Uoctronic Associates inc. 
Nodsl 380 Analog Cospetcr and oonss- 
qusntly display aany cbaractsristics 
particular to this aachins. tlw 
control and oporational cbaractsristics 
of tbs analog and logic eoaponsnts will 
bs sxplainad during tbs discussion 
Whicb follows. 

A sdieaatic drawing of tbs circuit 
used to locate frsqusney rssonancss is 
Shewn in Figurs 1. Tbs output of a 
signal oscillator, frequency controlled 
by the application of an external 
voltage fron a raap function generator, 
serves as one input to a four quadrant 
Multiplier. The second multiplier 
input is tbs data signal to be analyzed, 
f(t). Ihm oscillator and the ranp 
function generator are controlled in a 
conpleaentary fashion by the magnetic 
tape logic signal. Nhen the magnetic 
tape logic is high (L>1) the oscillator 
is triggered to provide a sine wave 
signal whose frequency is determined 
by the output of the ranp function 
generator which is constant for L»l. 
With the onset of L=0 the oscillator 
stops and the ramp function generator 
increases its output voltage to provide 
a new value of U> for the next computa- 
tion cycle. 

tfien liH>. the output of the memory 
circuit serves as the y-axis input 
signal for a xy recorder while the 
x-axis input is the output of the raq? 
function generator, fhm  resulting 
recording is a histogram rspressntation 
of tbs continuous function.TnfAltf}. 

Bach component in the spectrum 
analysis circuit is given in greater 
detail in Figure 2. The oscillator 
may be constructed as a simulation of 
the simple harmonic oscillator differ- 
ential equationtil. This arrangement 
is satisfactory for frequencies below 
100 Bz. Above this limit, however, 
the output of the circuit either decays 
with time due to capacitor leakage or 
becomes unstable. As an alternative 
the oscillator may be of commercial 
origin which can be frequency controlled 
by means of a voltage input. A unit 
which was successfully employed was 
the Havetek Model 114. The ranp 
function generator is an integrator 
with constant voltage input. The unit 
titled analog memory consists of two 
track and store units commonly found 
on analog computers. A track and store 
unit follows the analog input as long 
as its logic input is high. When the 
logic input is low, the unit holds its 
last analog input voltage prior to the 
onset of zero logic. 

OSCILLATOR 
RAMP FUNCTION 

GENERATOR 

/«)- MULTIPLIER 1 
INTEGRATOR] 

ANALOG 
MEMOriY 

Jf 
L 

PLOTTER 

Figure 1 
Frequency Spectrum Analysis Circuit 

An analog meniory circuit is 
included to provide a dc voltage equal 
to the successive outputs from the 
integrator at times L=T. The output 
of the integrator is reset to zero 

Figure 2 
Details of Frequency 

Spectrum Analysis Circuit 
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One« the f raqumcy spcctrvM circuit 
ha» an output which cxcMds a pr«d*ter- 
nlned threshold (i.e.. «faon a fraquancy 
resonance is readied), then a second 
circuit is introduced to exaeine fn(T) 
paraaeters. Figure 3 dapicts this 
subcircuit in block diagram fonu 

Figure 3 
The yn(T) Circuit 

The data signal and a test signal 
from an oscillator gated by the logic 
signal^ L, from the magnetic tape 
'channel, are multiplied and integrated 
to form ^(T).  The integrator 
integrates when L=l and returns to 
zero when L=0.  T (T) is then used as 
the input to an electronic comparator. 
(COMP) 

A comparator is a device with a 
logic one (zero) output when the 
algebraic sum of its analog inputs is 
greater (less) than zero.  The compara- 
tor is frequently a package unit on 
most analog computers but may be 
constructed from accessory items by 
using the circuit [23 shovn in Figure 4. 
The high-gain amplifier his no feedback 
except the diodfl limiting networks. 
Hence its output is always at one or 
the other of its two limiting states. 
When the sum of the analog inputs is 

positive, the output becooes negative 
but the upper diode U«lt» It to about 
-0.5 volts, tdiidi is clape enough to 0 
volts to count as a logic ZBBO. Whan 
the net analog input is negative, the 
aaplif ier output becows positive, and 
the diode-resistor network limits it 
to +5 volts (logic ONE on Model 380 
conputer). 

ANALOG 
INPUTS Q-0 

^ 

MVE07ED 
OUTPUT 

NuMMPw 
OUTPUT 

-flOv 

Figure 4 
Circuit For an Electronic Comparator 

The bipolar differentiator is a 
misnomer in the sunse that it is not a 
rate of change indicator of an analog 
signal but rather a device which gives 
a logic pulse whenever its logic input 
signal has changed state.  Pigare 3 
depicts a bipolar differentiator icnde 
from flip-flops and AXD gates.  The 
length of the output pulse is generally 
from one clock pulj? to the next clock 
pulse. 

INPUT 
X ^ 

FF 

Y 
>- 

3>* 
OUTPUT 

Figure 5 
A Bipolar Differentiator 

The output of the bipolar differen- 
tiator is then supplied to a shift 
register.  As ^„(T) changes polarity, 
a logic bit is snifleri through the 
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tagimtmr.    S«l«et«d states of th« shift 
rsgistsr provids a logic signal to 
gate th« counting of logic clock 
pulses. This saae logic signal contrds 
the integration of ^(T) during shift 
register states. Final values of Tn(T) 
are displayed on a digital voltaeter 
(OOM). A push-button gate (PB) initial- 
izes the integrator. 

The inplenentation of the Tn{T) 
circuit involved sone unique precautiona 
Primary aaong these was the realization 
that ?_(¥) actually contains two parts, 
one oscillatory tern with frequency 
(tttti-u>)/2ir and a second tern «here 
(u>ir»u>)/2?is the frequency. For low 
values of fn, Tn(T) Shows considerable 
evidence of oin^m which appears as a 
high frequency oscillation superimposed 
on a low frequency variation. When 
the ut«»m term is sufficiently large, 
the comparator tends to change state 
several times for one polarity change 
of the u)n-(Opart of ^„(T). This 
condition can be avoided by using the 
circuit shown in Figure 6. The series 
feedback circuit of Rj and Cj serve 
to differentiate the output of the 
comparator and cause the response 
shown in Figure 6 for the sum of the 
comparator inputs, [sj 

INPUT 

Hh 

> 

[A] 

INVERTED 
OUTPUT 

synchronous with the computer clock rate. 
That is to say a bit is not shifted nor 
a gate opened or closed at the instant 
of command but such actions are accom- 
plished at the next dock pulse« If 
the clock rate is 10 poises per second 
and Tb is 1 second, the error in 
measuring Tb doe to synchronization 
could bQ as high as 20%,    However, with 
105 clock pulses per second, the error 
limit is 0.002X. 

TEST RESULTS 

Figure 7 shows the results of using 
the ?,, (Aw) approach on a square wave 
with frequency of 2 Hertz and a computa- 
tion time of 2 seconds. The ripples 
observed in the recording are a natural 
consequence of the mathematical form of 
mfAUl)and in this case have a "period" 

(in the frequency domain) of 0.05 Hertz 
(i.e., T"1). 

INPUT 
SUM 

\ß] 

TIME 

Figure 6 
A Low Band-Pass Comparator[A] 

Circuit [D] Input Characteristics 

Another problem is ehe choice of 
a clock rate selected for the program. 
Shift register and gate actions are 

Figure 7 
Square Wave Analysis 

It is possible to determine the 
Fourier analysis parameters from the 
^(aui)method but the total computation 
time is exorbitant.  In the case of 
Figure 7, the time required to traverse 
from 1 Hertz to 11 Kertz is 22 minutes. 
By interchanging the logic controls of 
the integrator used as a ramp function 
generator in Figure 2, a knowledge of 
Fourier analysis parameters is sacri- 
ficed in order to gain analysis speed 
and to obtain a result usable for 
Tn(T) application.  Under these condi- 
tions generation of Figure 7 would 
require less than 2 minutes. 
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Extensive nwasurawnts of the three 
parmeters of interest (i.e«,tt/ii, 4n • 
and /I* ) over a frequency range fro« 
10 to S00 Herts indicated that the 
ratios of the standard deviation of the 
masureaents to ehe aean value of the 
■easureaent were as followst 

TABLE II 
Square Have Analysis 

Iparaeeter, X os/<x> Range of X   1 

1   ** 2.4xl0"3 0.5 to 2.0 Hz 

A* 2.5xl0*3 0° to 360°    j 

An 2.0xl0-2 0.1 to 10 voltsj 

therefore, a measurement involving 
Af-IHj.A^- 200°, and A = 10 volts 
has expected errors of the order of 2.5 
milllHertz (Af) 0.5° (A^) and 0.28 
volts (Ati) • 

Systematic variations of Tj, and A n 
considered as functions of A^ were 
observed. This phenomenon is attributed 
to the constant small bias voltage to 
be found on oscillators built from 
analog computer components. The output 
of the integrator is in reality 
Tn(T) + € T. Fortunately, € is a 
small voltage and produces no substan- 
tial consistent errors. 

An analysis of a 30 Hertz square 
wave was performed using the Tn(T) 
method. The results are shown in 
Table II. The square wave amplitude 
was 3.00 volts (peak value). The 
various order frequency components all 
have 0° phase angles and amplitudes 
given by the expression 

A^lUi-cosCnt)] (8) 

where h is the amplitude. 

The theoretical values of Au)in 
Table II were determined by measuring 
the frequency difference between the 
test oscillator and the data oscillator. 
The phase angle of the test oscillator 
was purposely retarded by 40° to allow 
accurate measurement of An since small 
values of Sin(A^) contribute large 
errors in the use of Equation 7. 

n - 1   f = 29.043 Hz        j 

EXPERINBNTAL 

AU) 0.9571 Hz 0.9584 HZ 

A* + 40.0«» + 40.7°        1 

An 3.82 volts 3.86 volts     1 
1     n = 3   f - 89.229 HZ 

AtU 0.7709 HZ .7720 HZ       j 

A« + 40.0° ♦ 41.3° 

A« 1.27 volts 1.28 volts     1 
n = 5   f = 14a.97 HZ         1 

Au) 1.0284 Hz 1.0335 Hz 

A* + 40.0° ■»• 40.9° 

An 0.764 volts 0.758 volts 

The use of the analog computer 
program discussed here is frequency 
limited. Oscillators built from 
computer operational amplifiers show 
considerable decay with time at frequen- 
cies in excess of 500 Hertz.  This 
phenomenon is due primarily to the 
leakage of capacitors used in the feed- 
back loops of the oscillator. This 
limitation can be avoided by using a 
commercial oscillator which can be 
gated bv the computer.  The upper limit 
in this case is approximately 900 Hertz. 

Not all values of phase angle permit 
satisfactory operation of the Tn(T) 
method.  Noise problems coupled with 
comparator dead zone  reaction (i.e., 
voltage range near zero where the 
comparator action is uncertain) prohibit 
measurements at ^0° + 15° and 270°+ 15°. 
This situation is readily apparent to 
the computer operator trnd mav be solved 
by either advancing or retarding the 
phase angle of the test oscillator by 
45° and considering this change in 
subsequent calculations. 

CONCLUSIONS 
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by first examining YrfSM),    The distance 
between «inor peaks in a recording such 
as exeaplified in Figure 7, is a 
frequency, fr, which is equal to the 
reciprocal of T, the computation tine. 
Two frequency conponents separated by a 
frequency if show sone interference 
through the distortion of the envelope 
of the minor peaks. Vhia  envelope is 
essential to the determination of 
Fourier parameters for each frequency 
component. If each component is of 
equal magnitude and P is the percentage 
of interference, then frequency resolu- 
tion for Tu (AID) is given by the relation 

P«fr/?irSf (9) 

A permissible value of P oi 0.01 for 
two frequency components separated by 1 
Hertz therefore requires that T-16 
seconds. For the ^„(T) method the 
equivalent expression for equation (i) 
is 

P»Af/(Sf±A$) (10) 

where üf is Tj, , Sf is the frequency 
difference between the two components, 
and the minus (plus) sign .Is used when 
the test signal frequency is (is not) 
between the frequency components. 
Therefore, if if  is 5 Hz and P = 0.05, 
then Af = 0.25 Hertz (or TV = 4 seconds) 
under both frequency conditions. 

Several circuit improvements were 
conceived during the latter stages of 
this program but were not implemented 
due to a lack of time and/or equipment. 
One modification is to obtain the 
logarithm of ^(T) in analog form and 
change its polarity when the polarity 
of ^n(T) changes.  This would have the 
effect of making the zero crossing 
times more exact and should reduce the 
phase angle dead zone. A  second circuit 
variation is to replace the bipolar 
differentiator with a leading edge 
differentiator and a circuit to provide 
the absolute value of ^(T) rather than 
^n(T).  This change should theoretically 
increase the reliaoility of the counting 
periods. 

There exists another alternative to 
the method of measuring zero crossing 
times in order to establish % (T) 

parameters. This alternate method 
centers around the generation of two 
functions« 

* F, (T) 

Now + (T) =0 when T « T. 

and T«(ir-2A*)/aw5TA 

Tj.CT) = 0 when T » Tj, 

and T=(2tr-?A*)AWST«C 

when Tg or ¥c  is evaluated at its 
complementary value of T, we find 

Therefore, measurements of T-0, 
tgCTa0) and ^(T. ) provide measure 
of AU).A0. and An. Circuits required 
to implement this method were more 
numerous because ^5 and ?c must be 
generated simultaneously and two shift 
registers are now required. One counting 
measurement and an integration have, 
however, been eliminated.  The added 
complexity of this approach is not 
compensated by any appreciable increase 
in accuracy. 
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mentioiied that you had aboot 2 mllllliertz fre- 
qnency accuracy. At what freqasney was that 
and at what sweep rate? That varies dependliis 
on these two factors. 

Mr. VatkB: The range of frequencies that 
I examined wait up to a maximum of about 450 
Hz, and I had to make some modifications on the 
integrators that went to make up the oscillator 
in order to obtain this kind of frequency and 
have them hold their values. They tended to 
drift and there were some leakages on the ca- 
pacitor, so there had to be some modifications 
to get to that frequency. Actually, you do not 
have to use an oscillator built into the analog 
computer, very inexpensive oscillators are 
commercially available that can be controlled, 
they can be gated, they can be increased in fre- 
quency by putting the voltage into them, and they 
are very stable. One does not have to be tied to 
a limit of, say, 400 Hz such as on an analog com- 
puter oscillator. The sweep rate does not come 
into this picture because these values which you 
saw and the ones I quoted were dependent on the 
fact that you get up to the resonance, stop, and 
then you take measurements. You are measuring 
the difference between a signal, or an oscillator 
frequency which is fixed, and the ivrm you are 
trying to measure; all you have to do is to mea- 
sure the frequency of the analog oscillator and 
the parameters that evolve from the computer 
program tell you how far you are away from 
that other resonance, and it turns out to be quite 
accurate. 
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INVESTIGATION OP lAONCH TONER MOTION 

DURING ABROBEE 350 lAOHCH 

Ron L. Kinsley and Nillian R. Caae 

NASA, coddard apace Plight center 
Greenbelt, Maryland 

One of the initial launches of an Aerobe« 350, a NASA 
Sounding Rocket, experienced a significant dispersion from 
its predicted impact point. Rate gyro data provided evi- 
dence that the vehicle's attitude was disturbed as it 
exited from the launch tower. A task team was formed to 
investigate the possibility that launch tower motion was 
the source of this anomaly. 

Efforts of the task team consisted of an extensive 
field measurements program and a rigid body dynamic 
analysis of the vehicle/tower combination. Aerobee launch 
towers at both Wallops Island, Virginia, and White Sands, 
New Mexico, were instrumented with accelerometers for 
several launches. 

It was discovered that the tower's second mode was 
consistently excited at launch. The potential for tip- 
off as a result of the measured tower motion was deter- 
mined analytically. 

The excitation mechanism was isolated and found to 
be a low frequency pressure oscillation in the building 
hut created by the rocket blast. The recommended solution 
of the problem was to remove hut panels to prevent the 
initial pressure buildup. J 

INTRODUCTION 

(a)  Launch Vehicle 

The Aerobee 350 is a four-finned, 
two-stage Sounding Rocket employed by 
NASA for a wide range of scientific 
investigations.  Its first stage USGS a 
NIKE M5E1 solid propellant motor that 
is ignited at launch and burns for 
approximately 3.5 seconds. The second 
stage is propelled by a cluster of four 
Aerobee thrust chambars; that use inhib- 
ited red fuming nitric acid and a mix- 
ture of aniline and furfuryl alcohol 
as liquid propellants. After about 52 
seconds of burning, the rocket follows 
a ballistic trajectory until impact. 
Basic physical dimensions of the Aero- 
bee 350 are presented in Figure 1. 

(b)  Launch Tower 

The rocket is designed for firing 
from the four-rail launch towers at 
NASA Wallops Station, Wallops Island, 
Virginia, and at White Sands Missile 
Range (WäMR), White Sends, New Mexico. 
The launch tower is 160 feet in height 
and consists of 21 levels at 8-foot 
spans which provide access to the launch 
rails.  The levels are designated Ll 
through L21 as shown in Figure 2. The 
four launch rails run the entire length 
of the tower. There are three sets of 
riding shoes (each set consisting of 
four shoes) on the Aerobee 350.  Their 
locations, as shown in Figure 1, are at 
the base of the NIKE, at the base of 
•-he second stage and at the top of the 
second stage. One of the shoes at the 
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of tte ■m hu « tey 
and maiaa la oontaet with tte —_w 
mil mtil tte ««hiel« «Kits fsm äw 
toMT.   Ito HI—laiiif rto— aBzaly taatt 
•gaiast tit« ^tils 4nd ■»iatai» incopcr 
-"——•- Qf £1,, ««iiieia ia tte tOMtr. 

half of tte tower ia 
eloaad I» ateildiag stxaetoxa «hich 

dJticna for tte aeiantifie payloada. 
•ntixo na&^it of tte towar is aap- 

^lately hr tte tnilding.    Ite 
only atmetnral oooaoetioa tetwaan tte 
teildiag and tte towar ia at Lll.    ttis 
stroetaral eaaaaetiOB tatea tte fom of 
a f Utel ayafeMi «Aaraby tte towar ia 
giatollad ralative to tte taiUintf in 
two aaas at Lll.   This fiataal «rraage- 
■ant ia tte ■aetenii by Which tte 
prapar towar alovatioB aad «siaath 
aagloa asa obtained.    Bxaet tower aat- 
tiäga for a given lannch are dictated 
by existing wind ooaditiona.    the baaa 
of tte tower is poaitioned by aeana of 
a pin which is attached to a aovable 
tomtable located in the floor of the 
building,    thla pinning arrangeaent 
aarvea only as a positioning aechanise 
(for different tower settings) and does 
not carry any load.    All of the loads 
are carried through the ginbals at Lll. 

(c) Background 

One of the initial launches in the 
Aerobee 350 program, NASA 17.05, expe- 
rienced an excessive dispersion from 
the predicted inpect point. Kate gyro 
data from the flight indicated that as 
the vehicle exited free the launch tower 
it experienced a pitching motion, about 
its center of gravity, of approximately 
3.50/sec. Sub^equeni. analysis showed 
that such a "tip-off rate" could gener- 
ate substantial dispersions. Any exact 
number is dependent on several param- 
eters such as payload weight and tower 
settings, but a typical value for an 
Aerobee 350 was shown to be 5 miles of 
impact dispersion for every l.ü0/sec. of 
tip-off. As a result of the NASA 17.05 
impact dispersion, future launches from 
WSMR were placed in jeopardy due to 
stringent range limitations. 

The  nsecbanics of how the tip-off 
was produced were unknown, but it was 
felt that the problem was related to 
motion of the launch rower. A task team 
made up of members of '-.he Structural 
Dynamics Branch of the Test and Evalua- 
tion Division at the coddard space 
Plight Center was formed. The assign- 
ments of the task team were as follows: 
(1) Completely define launch tower 
motion; (2> Determine the vehicle tip- 
off potential as a result of such tower 
motion; (') Isolate the excitation 

forcoa which pcodne« towar aotion; and 
(4) ■■uosptna aathoda for reducing 

ratio 

Ito initial «f forta of tte task 
ecnaistod of as extensiv« field 

waasmes—nts pcograa.   tte following ia 
a general deaeription of the inatrn- 
■antatioa «atop uaad in this aeasura- 
aonta prograa. 

(a) Xnstruaentation Setup 

the baaic purpose of instrunenting 
the tower was to determine if there 
existed tower vibratory notion capable 
of imparting a significant perturbation 
to flight dynamics. Any such aotion 
would have to consist of substantial 
velocity and displacement and conse- 
quently be of low frequency content. 
For this reason, ' istler 3C3-B servo- 
acceleroae tera wrre employed for tower 
instrumentation, the characteristics 
of this acceleroaeter are such that its 
response is linear in the frequency 
range fron 0-150 Hz. 

Since the accoleroaeters had to 
function in the extremely severe 
acoustical and thermal environment 
created by the rocket blast, a method 
of shielding the accelerometers had to 
be used. The accelerometers «»ere en- 
cased in an aluminum box which was in 
turn covered with lead sheeting. The 
entire assembly was then wrapped with 
asbestos tape. Another problem inher- 
ent in this particular measurement 
program was to decipher low frequency 
(low acceleration) data from a dynamic 
environment in which there was an 
abundance of high frequency (high 
acceleration) data.  It was discovered 
that without some sort of isolation 
system the accelerometer output was 
saturated by extremely high accelera- 
tion, high frequency inputs. This 
problem was eliminated by mounting the 
accelerometers on rubber pads whose 
frequency response was such that they 
rolled off sharply above 50 Hz. 

Slight variations in the exact 
instrumentation were employed for the 
different launches but in general 
accelerometers were mounted on about 
6 of the 21 levels. At each level 
instrumented there were two accelerom- 
eters mounted in perpendicular axes, 
one in Building axis A and the other 
in Building axis B (see Figure 2). 
Levels 1, 11 and 21 were always instru- 
mented . 

In addition to the accelerometers 
a trip wire systen» was also used in the 
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iMtxtuMBtation pcograa. Äln wir«« 
««c« iMitäMMd «er««« tlw fin twlls «t 
varicn« towr l«v«l«. AS «uäi wir« MM 
«•wund hg tlw «gstaijwr fin a veltag« 
•t«p «a« g«n«r«t«d. This pxoviämä a 
«•«n« of cornlatingf vAiel« position in 
UM towsr witli tbs aeoclsratioo tins 
histories of various points on 4» ISO- 
foot towsr. 

All data obtained ware recorded on 
■agnetic tape for analysis purposes. 

(t>) bmncbes Instmnanted 

Due to tbs relatively low frequency 
of AerObee 350 launcbes it «as concluded 
that thm  laundi tower Should be instru- 
■ented for laanebes of Aerobee 170'a 
to soppleaent the data fro« launches of 
Aerobee 350's. Hie justification for 
this approach is that both vehicles ars 
launched fro« the sane tower and that 
the vehicles are siailar in that they 
both «nploy the HIKE M5E1 first-stage. 
thm basic difference between the two is 
that the Aerobee 350 uses a cluster of 
four Aerobee thrust chanbers in its 
second-stage whereas the Aerobee 170 
uses only one. Also, Aerobee 350 pay- 
loads are generally larger and heavier 
than Aerobee 170 payloads. 

The two towers were instrumented 
for a total of seven launches, TWO of 
the launches were Aerobee 170's, four 
were Aerobee 350*8 and the seventh was 
a Black Brant VC. The results obtained 
from instrumenting the Black Brant VC 
launch will be discussed in a later 
section. 

(c) Results 

In addition to the launch data 
obtained considerable data from a series 
of manual excitations were obtained. 
This manual excitation was accomplished 
by two men pushing back and forth 
against the launch rails at L21. ob- 
viously tf    acceleration levels genera- 
ted by this action were very small but 
were sufficient to provide a clear 
definition of the tower's first i t 
normal mode shapes and frequencieTa. 
Normalizing the filtered acceleration 
time histories at various points on the 
tower for a given instant of time pro- 
vided the mode shapes. The first two 
mode shapes whose frequencies are 
approximately 1.2 Hz and 4.5 Hz respec- 
tively, are presented in Figure 3. The 
mode shapes and frequencies wer' essen- 
tially the same in Building axes A and 
B. 

As will become evident shortly the 
second mode is of primary concern in 
the tip-ofl problem. This mode shape 

rsvsals SOBS iaportant quslltiss about 
tb« dyaaaic respons« of tbs towsr, 
nsMly. «bat tbsr« is notion pxsssnt at 
tb« giub«! point and at tbs bass of the 
towsr. lbs tower bSbaves vary «neb lib« 
a free-fxee bean with a flexible re- 
straint at the giabal. this is consist- 
ent with tbs actual pfaysical structure 
of the tower. One to tbs saall dis- 
placensnts (^ 0.5") in question tbs base 
of the tower is essentially free due to 
the slop in the pinning «sehaais«; for 
very large displaosasnts the pin would 
provide lateral restraint. At HI tbs 
building provide» a certain degree of 
lateral restraint, lbs building does 
indeed aovs but tends to suppress notion 
of the tower as evidenced by the 
towsr's second node shape. 

Tower data fro« all the launObes 
exhibited several basic coanon charac- 
teristics. The predoKinate low fre- 
quency oscillation of the tower mis 
always the second vibratory node of the 
tower. Ibis second node oscillation 
was always substantially greater in 
Building axis A than in Building axis B. 
Table 1 presents a tabulation of the 
peak seconU node accelerations aeasured 
at L21 in axes A and B for each of the 
seven instrumented launches. With the 
exception of the Black Brant VC launch 
the peak levels are of comparable value. 
Peak levels for the Aerobee 350 launches 
range fron 0.34g's to O.SOg's while the 
Aerobee 170 launches produced peak tower 
accelerations of 0.34g,8 and 0.38g's. 
An example of the displacements associ- 
ated with these motions is as follows: 
an acceleration of 0.40g's at 4.5 Hz 
corresponds to a double amplitude dis- 
placement of 0.40 inch. 

Presented in Figure 4 are the 
filtered second mode acceleration time 
histories at L21 from the launch of 
NASA 17.08.  This is very typical of 
the time histories obtained from each 
of the launches. As can be seen the 
acceleration in axis A builds up to its 
maximum value very quickly after igni- 
tion, the level then decreases only 
slightly over the next several cycles 
but then damps out rapidly after the 
vehicle has exited from the tower. 

Extensive comparisons of the 
narrow band filtered acceleration time 
histories from the different launches 
were made. A close scrutinization re- 
vealed that the filtered acceleration 
time histories at L21 from the two 
Aerobee 170 launches were remarkably 
similar. The magnitudes and phasing 
as functions of time were almost identi- 
cal for the two launches. Similarly 
after comparing the second mode accel- 
eration time histories from the four 
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350 ImmehM *t umrn dataxaiiwJ 
«tat tlM initial portion of UM tin» 
hioteriM MOEO amsingly «inilor. How- 
•vor, oacso tte «Ohieln «no in Mw upper 
portion of tlw towor tho siniluritio« 
•odsd. UM phMiüji ond ■MBitadoo of 
t3M traoo« wmxm no loogor coooistaat 
fron on« laaaeli to aBOtbor. 

UM tOMor's first nudo was novar 
aaeitad to a neunrabla laval Airing 
any of ttaa instrvaantad laänetea. sinea 
tha firat node was aaaily aaeitad dur- 
ing tha Bsnaal ahakas tte fact that tte 
firat nods waa not axeitad daring launeti 
providad a kay to tte nature of tte 
excitation force, ite tteory that tte 
excitation force waa in sons way related 
to pcaasare baildup in the towar hut 
evolved. To isvestigate this, pressure 
transducers wars nounted at various 
locations in tte tower hut for several 
launches. Tte data revealed that there 
waa a 6 Bs prassure oscillation, with a 
peak nagnitude of 0.6 PSI6, generated in 
tte building at ignition. 

Morosis 

in conjunction with the field 
■easurenmts progran, analyses were 
perfoned to estimate the nagnitude and 
possible causes of the tip-off phe- 
nonena. Since the Aerobee vehicles have 
no attitude rate control, large dis- 
persions in the final range of the 
vehicle can result fron tower induced 
notions at the tine the vehicle exits 
the tower. Based on trajectory analy- 
ses performed by the coddard Sounding 
Rocket Division, it was determined 
that the Aerobee 350, for example, could 
experience range dispersions of 20nm if 
the vehicle attitude rat« at tower exit 
were as much as 4 degrees per second. 
During the time between second and 
third riding shoe exit from the tower, 
the vehicle is free to pitch relative 
to the tower and if the tower is vibra- 
ting during this time it imparts a 
rigid body pitching motion to the 
vehicle. For the Aerobee 350 the time 
between second and third shoe exit is 
approximately 0.05 second. Since this 
corresponds to approximately one- 
quarter of a cycle of the observed tower 
motion in its 4.5 Hz mode, it was felt 
that tower motion could have an appre- 
ciable effect on the vehicle attitude 
rate at third shoe exit and an analysis 
was made to determine this effect. 

Figure 5 shows, schematically, the 
tOv'er and vehicle during the period 
between second and third shoe exit. 
From theasured tower mode shapes the 4.5 
Hz mode is very nearly straight over 
the portion of the tower from the tip 
inboard to the third shoe location 

(diatanca "b" on pianre 5) wten tte 
aecend aboe in exiting. Also over tte 
0.(0 second tium between «econd and 
third Shoe exit, tte vehicle forward 
velocity ia nearly conatant and tte 
towsr notion aimsoidel. utilising 
these faeta and aaaoning tte third shoe 
to renain in contact with tte towsr 
rails, the vehicle rigid body equation 
of notion in one plane ia 

5v-v2ev-v2pto(l- ^T^K"^ 

where Ato *"& * az* ti>* towsr accelera- 
tion nagnitude (g's) and phase (rela- 
tive to ita undisturbed position) at 
second shoe exit, X2 is the distance 
between second and third shoes on tte 
vehicle. V0 is tte vehicle forward 
velocity, t is the tins fron second 
shoe exit, m  is the tower vibration 
frequency and 

(2) 
9X0 
TZ-2 
o  o 

where Cn is the radius of gyration of 
the vehicle about its center of gravity 
(e.g.), Xp i» the distance from the 
e.g. to the third shoe and g is the 
acceleration due to gravity. 

All of the coefficients in equa- 
tion (1) are functions of the particular 
vehicle (Aerobee 350 or 170) with the 
exception of the tower acceleration 
magnitude and phase at second shoe exit. 
Thus we can solve (1) as a function of 
these two parameters, which may vary 
from one launch to another, for a 
particular vehicle. Of particular 
importance are the vehicle pitch rate 
lay) and attitude (9V) at the time of 
third shoe exit. These are the so 
called tip-off conditions which, for 
the Aerobee 350, can have a large effect 
on the resulting range of the vehicle. 

Figure 6 shows the pitch rate and 
attitude at time of third shoe exit as 
a function of the tower phase (a) at 
second shoe exit for the Aerobee 350 
using measured acceleration magnitudes. 
The convention on tower phase at second 
shoe exit is that a=0 corresponds to 
the tower passing through its un- 
disturbed position pitching down range. 
As indicated, the highest pitch rates 
occur in the vicinity of a=15 deg. and 
the pitch rates can be either positive 
(pitching vehicle nose down) or nega- 
tive (pitching vehicle nose up). Thus, 
one would expect that if the vehicle is 
riding the rails quietly (that is, no 
banging of the vehicle on the rails) 
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that rug« disp»raions woold hm only as 
pnäictäblm as tba towar ■otion. l£ tba 
tOMsr aot^on at sacoad «hoa axit «era 
one-baif eycla diffarcnt in piiasa ba- 
twan two flights tha rasaltiag ranga 
disparsions would in one case causa tba 
vehicle to go long and in tha other ease 
cause it to go short. However, tha 
maximm pitdi rates that can be attained 
mtr>  large enough to causa appreciable 
range dispersions for the Aarobae 350. 
A  siailar analysis on the Aerobee 170 
resulted in tip-off pitch rates on the 
order of 1.5 to 2.0 degrees per second. 

Saving established the fact that, 
for the Aerobee 350 at least, the tip- 
off rates could be a serious problem, 
several analyses were performed to 
determine the probable source or sources 
of the tower notion so that recommenda- 
tions could be made to reduce the accel- 
eration levels, in these analyses, the 
tower was idealized as a uniform bean 
whose properties were obtained by 
matching the measured 4.5 Hz bending 
mode. In order to include the effect 
of building stiffness, the bean was 
connected to ground through a spring at 
the 80-foot level and this spring rate 
was obtained empirically from the meas- 
ured mode shape In the 4,5 Hz mode. 
Using this empirically obtained mathe- 
matical model of the  tower, the first 
two modes agreed excellently with the 
measured 1.2 and 4.5 Hz modes as shown 
on Figure 7. Mote that good mode shape 
agreement occurs for the 4.5 Hz mode 
assuming the bottom of the tower is un- 
restrained while for the 1.18 Hz mode 
it is best if the bottom is assumed 
pinned. This is very likely due to the 
fact that the connection at the bottom 
slips at the higher frequencies where 
the inertia loads are higher but is 
more effective at the lower frequencies. 

Using this mathematical model of 
the tower, several possible sources of 
excitation were investigated for their 
influence on tower motion. T'.ie most 
promising candidates were an assumed 
low-frequency oscillating pressure 
loading in the building being trans- 
mitted through the tower gimbal into 
the tower, and a possible impacting of 
the vehicle on the tower rails near the 
time of vehicle exit from the tower. 
Although no quantitative estimate of the 
effect of a low-frequency pressure 
oscillation could be obtained without a 
mathematical model of the building, it 
was demonstrated that the theoretical 
buildup of tower tip acceleration from 
the time of liftoff was quite similar 
to the measured accelerations. 

Using measured tower accelerations 
and measured pitch and yaw attitudes 

from an AerObee 170 laonch, an analysis 
«as made to determine the effect of an 
impact of the vshicle and tower near 
towsr exit. The msasaxad data ss—il to 
point strongly to this possibility 
evidenced by the sadden change in tower 
acceleration levels when the vehicle 
«aa exiting tha tower and also on a 
sudden change in slope of the yaw atti- 
tude gyro. Assuming an impact betMeen 
the front riding shoes and the top of 
the towor occurred, it was demonstrated 
that the resulting change in accelera- 
tion amplitude indicated an impulsive 
loading on the vehicle which would 
theoretically give a 4.2 degree per 
second change in yaw attitude rate. 
The yaw attitude gyro indicated a sud- 
den change in slope of 4.7 degrees per 
second. Since the measured tower accel- 
erations on several Aerobse flights 
have the characteristic of changing 
amplitude as the vehicle exits, it was 
thus concluded that an impact of this 
type was a strong possibility. 

Based on the analyses it was con- 
cluded that building pressure and 
vehicle-tower impact were causing the 
high tower accelerations. Venting of 
the building roof «ras recommended to 
reduce the pressure loading and a 
better restraint system for the tower 
bottom was recommended since the analy- 
ses indicated that for all of the pos- 
sible excitation sources, the tower tip 
acceleration would be reduced if the 
bot«- im w?  e pinned more securely. 

FINAL STATUS 

After evaluating the results from 
both the measurements program and the 
analytic effort the following conclu- 
sion has been drawn. The excitation 
force generating tower motion is a low- 
frequency (sr6 Hz) pressure oscillation 
in the tower hut created by the exhaust 
blast of the NIKE M5E1 second-stage. 
The supporting evidence for this con- 
clusion is as follows. 

(1) The second mode (4.5 Hz) of 
the tower is excited instead of the 
first mode (1.2 Hz). A 6 Hz pressure 
oscillation would indeed excite the 
second mode more than the first. 

(2) Tower motion is substantially 
greater in Building axis A than in 
Building axis B.  Looking a*-, the sym- 
metry of the building indicates that a 
pressure buildup would result in a non- 
zero resultant lateral force on the 
tower in axis A.  In axis B the result- 
ant force on the tower would ideally be 
zero. An oscillating pressure wave in 
the building would result in an oscil- 
lating force applied to the tower in 
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«hat madb •sis A. Mialysa* 
««eitatioD eoold 
•otiomi wlticlt htm 

(3) TOHWC ■otion MftWKXwd duxing 
tlw Unncib of tbm Black Brant VC «•• 
!••• hy «a otdar of aagnituda «ten that 
f roa Awroboa laonehaa. A oonaaxvatlva 
ecMparissn indleataa that tha MIKE N5B1 
■aaa flow rate is graatar by a factor 
of thraa than that of the Black Brant 
VC. In other words tha laonch of a 
Black Brant VC did not genarata hat 
pressaras savers snougb to result in 
significant tower motion. 

It can be expected that cross range 
dispersions due to tip-off will be nini- 
Ml since tower notion in Building axis 
B is of an acceptable level, this is 
an inportant consideration since at NSUR 
the range is quite long hut is very 
narrow, therefore significant down 
range or up rangs dispersions can be 
tolerated but cross range dispersions 
cannot. 

As was stated previously, compari- 
sons of the second mode acceleration 
time histories from the Aerobee 350 
launches revealed the initial portion 
of the tine histories to be similar. 
However, once the vehicle gets in the 
upper half of the tower the similarities 
end. It is felt that the reason for 
this is as follows. The pressure blast 
generated at liftoff is of a repeatable 

nature, this pressure blast which is 
tha initial sxeitation focoa than re- 
sults in a repeatSble towsr 
Ones the «abicle starts moving 
remähss ths upper half of the towerr 
vehicle impacts against ths rails af- 
fect the response of the tower. These 
vehicle-to-rail impacts are obviously 
random 'n natnrs and therefore have a 
random effect en tower motion, there- 
fore, the final result is an initial 
tower response which is repeatable 
until the time at which vehicle impacts 
alter the tower motion. 

Seduction of dispersion due to 
towsr motion can be accomplished by 
increased ventilavion of the tower hut 
to prevent pressure buildup. Removal 
of all hut panels prior to launch would 
reduce dispersion due to tower notion 
to essentially zero. 

Concluding, it can be said that 
all objectives of the taak team have 
been accomplished. A clear definition 
of the entire tip-off problem has been 
provided. Tower motion at launch has 
been defined; the potential for tip-off 
as a result of the measured tower 
motions has been established; the 
excitation force has been identified; 
and, a method for eliminating tip-off 
has been recommended. The decision to 
remove hut panels for a given launch 
or to install a permanent system which 
can provide increased ventilation area 
is up to Sounding Rocket personnel. 

TABLE 1 

MAXIMUM ACCELERATIONS MEASURED AT TOWER LEVEL 21 

DURING LAtmCH 

Launch 
Date Launch Site Payload 

Max. 
Building 
Axis A 

Levels 
Building 
Axis B 

8/13/70 Wallops Is. NASA  17.06 
(Aerobee 350) 

O^g's 0.12g'8 

10/31/70 White Sands NASA  13.41 
(Aerobee   170) 

0.38g*s O^Og's 

12/19/70 White Sands NASA   13.11 
(Aerobee 170) 

0.34g,8 0.22g's 

2/21/71 Wallops Is. NASA   17.09 
(Aerobee  350) 

0.34g,s 0.17g,s 

6/23/71 White Sands MSA  17.08 
(Aerobee 350) 

0.42g,s 0.22g,s 

eAo/n Wallops Is. NASA  17.1.1 
(Aerobee  350) 

0.40g's 0.28g's 

7/21/71 Wallops Is. NASA 21.04 
(Black Brant VC) 

0.06q's = 0.ü0g'8 
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mm 

OVERALL VBHICLB UÄTO 

Booster Itirost .kg 22.000 
U> 48.700 

Maximum DiaaBter en 56 
in 22 

weight ten pay load..kg 3.000 
lb      6,600 

muter of Stage« 2 

priae contractor..,..Aerojet General 

znctes 

^"A 
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341.62 

604.3 

-W m b 
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FIGURE 1 

AEROBEE 350 SOUNDING ROCKET 

Typical 
'Payload 
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2nd Stage 
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Level 21 
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G imba1 

Tower Building 
or Hut 

 L21 
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•.B 

I 
160 • 

L 1   - 
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FIGURE  2 

AEROBEE  LAUNCH TOWER AND BUIIDING STRUCTURE 
(BUIU3ING AXES A AND B ARE AS  DESIGNATED ABOVE) 
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First Vibratory 
Node of Tower 

Ondeforaed Axis 
of Tower 

fj-1.2 Hz 

 Ll 

FIGURE 3 

FIRST AND SECOND TOWER MODE SHAPES 

Second vibratory 
Node of Tower 

Ondeforaed Axis 
of Tower 

f2-4,5 Hz 

M 

(Bldg. Axis A) 

Ignition 

Paper Speed=4"/8ec. 

Tower Exit 

(Bldg. Axis B) 

1.5"«0.5g's (0 to peak) 

FIGURE 4 
FILTERED SECOND MODE ACCELERATION TIME HISTORIES 
MEASURED AT L21 DURING THE LAUNCH OF NASA 17.08 
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WhieU 

3rd (aft) Mt of 
riding shoes 

Vibrating Tower 

Undisturbed tower at inclination 0 

FIGURZ 5 

SCHEMATIC REPRESENTATION OF TOWER AND 

VEHICLE DÖRING THE INTERVAL BETWEEN 2nd AHO 3rd SHOE EXIT 
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FIGURE 6 

AEROBEE 350 - FLIGHT 17.08 
RIGID BODY PITCH RATE AND ATTITUDE 

AT 3rd SHOE EXIT FROM TOWER 
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FIOORB 7 

COMPABISOH Or TBBOiasXlCXL MD  MBASORBO 
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NOTE: The two measured mode shapes 
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ON THE DSE Or FOURIER TRAHSKRHB 

OF HECHANXCAL SHOCK DATA 

Or. H. A. GalMrsoa and Mr. 0. Pal 
Naval Civil Engineering Laboratory 

Fort Huenaae, California 

SOM uaea and analyses of Fourier transfonw of ■ecbanlcal shock 
■otlons are presented. A slapllfled proof that the aagnltude 
of the acceleration transfom Is the residual velocity shock 
spectrua Is given In a for* that readily Introduces the "running" 
Fourier trensfotm. A asthod 1« presented for analyzing high 
narrow peaks on actual Fourier transfons to determine the actual 
excursion associated with the peak frequency. The effects of 
truncating the record of a slowly decaying transient is also 
considered. The paper closes with a discussion of the merits 
of the various transforms. 

nmtoDUCTioN 

Fur quite some time now, several 
authors including ourselves have advocated 
'.he use of Fourier transforms as an 
improved descriptor of mechanical shock 
motionsi and yet very little has been 
written on Che actual use of the transform. 
Naval Civil Engineering Laboratory (NCEL) 
under the sponsorship of the Naval Facilities 
Engineering Command has been studying the 
use of Fourier transforms as possible im- 
proved descriptors of «tquipment shock 
hardness; in this study the transform 
has shown promise of becoming a considerable 
designer aid. The main reason for our con- 
tinued study of the Fourier transform is 
that it contains a mathematically complete 
description of the time history of the shock 
organized with respect to frequency and 
that it is inexpensive to compute, especially 
in comparison to the shock spectrum, a close 
relative and widely used.  In this paper we 
present a short collection of analyses which 
we have found useful in utilizing Fourier 
transforms in connection with mechanical 
shock. 

Magnitude of Fourier Transforms 

Rubin rn has suggested a most helpful 
way of looking at the information containeil 
In a Fourier trenst'orm of a shock motion;  it 
can be explained as follows.  If y(t) is an 
acceleration time history that begins at t = 0 
its Fourier transform may be written as 

YOD) { V(t) ■Ut 
<lt. (1) 

Here m is frequency in radian measure, equal to 
2rrft where f is frequency in cycles per unit 
time.    By using Euler's formula 

e - cos -ut - 1 sin xt. (2) 

Equation (1) may be broken into two integrals 
to form the real and imaginary parts of the 
Complex Fourier Transform: 

YOD) = ROJ,) + !!(«)), 

where 
cs 

R(u) " ! Yit)  COS -Dt dt, 

I(a;) ='Jo y(t) sin »t dt. 

The transform, Y(ai), may also be written In 
terms of its amplitude, A('D), and phase, 
-An),  as follows. 

Y(x) - AOJD) e 

where 

M ii) 

A(0 = (*(x)* + l(i)2]\ 
-1 

a(x) = tan  (I (x)/:Ui;)), 

- sin'1 (I(x)/A(x))> 

= cos"1 (l!(x)/A(x)). 

Tli us 

/<( i) = A(x) cos atx), 

(3) 

(4a) 

(4b) 

i 

(5a) 

f5b) 

Cyc) 

(5d) 

OR) 

mi 
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!(■> - AM >iB «(•}. (5g) M la wplaiMd in PlpM [4, p. 3203. 

Mow coMiter tb« rtapooM of an 
alngl« d^rM «f fracdoM systea M indlc«C«di 
in Figur« 1. 

■uttia [1] «Md Eqoaelan (7) to provide * 
roUtloulilp with dM Vourlor transfoni.   Fro 
dM fociula for ttarai of the dlf forme« of 
two angUa, Equatloo (7) «ay b« writtm aa 

"^ y(t) 

-vwv 

{») 

^^ 

A free body diagram of th? mass yields the 
familiar 

m X + k(x - y) " 0 

Fig. 1 • Bare excited simple system. 

t 

at . o 

(6) 

Changing the variable to the relative motion, 
z ■ x - y, yields another familiar form 

2 + », z • -y(t), (6a) 

where 

au « v k/m, is the natural frequency. 
Virtually all texts '2,31 that in any manner 
treat transient excitations ask you to con- 
sider the excitation as a sequence of Impulses 
that leads to the Duhamel's Integral 

-l *• ' .. 
z(t) - — '  y(T) sin a,(t - T) dr.  (7) 

The above solution Implies that both z and z 
are zero at t " 0. If the derivation present- 
ed in texts Is unsatisfying, the correctness 
of the solution can be somewhat comfortingly 
verified by dir act substitution back Into the 
differential equation. Equation (6a); care 
must be excercized in differentiating a 
definite integral with respect to Its limits 

1 f .. 
l(t) « - — | y(T) (sin mt o* 

cos «ct sin IBT) dr. (8a) 

and since t is a constant during the Integra- 
tion 

z(t) » - — sin ajt \    yd-) cos ar dT 

- cos ^t , y(T) sin MT d-r. (8b) 

Now, inserting Equations (4a and b) in Equa- 
tion (8b) ue have 

z<t) " * x ! sin nt R(m,t) 

+ cos mt Kjj.t) | , (8c) 

where R(i),t) and l(aj,t) are the real and 
Imaglnery parts of the "running" Fourier 
transform r51, i.e., the transform of the 
function y(t) terminated at the time, t. 

Finally from Equations (5f and g) we 
obtain 
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•f CM «t «IB «(■.t)] («d) 

or 

,(t) . . iib£l .to^ + ^^t^ (») 

BqiMtim (9) ia on« of ■ttbia'o roanlta 
[iy It atatM that tho nopona« of an un- 
daapad singla dagrao of fraadoai ayataa at 
atqrtlaa, t, la glvan bjr tha Fonriar tranafom 
of tha asdtation batMaan 0 and t, avalnatad 
at a, the ayataai natural fraquancy. 

Snppoaa tha ahock axeitatlon haa a duratioiv 
T; Equation (9) with tlw raawrad froa Ita argu- 
■■nt appllaa to all tlaaa graatar than T, alnca 
tha running tranafom only aecuauUtaa valua 
batMaan 0 and T. Hban Equation (9) la uaad 
for tiaaa ahortar than T, tha duration of tha 
ahock axeitatlon, A(c.t) aMctft), u tha 
running tranafom of only that portion of tha 
palaa batMaan 0 and t. For all tlaa aqual to 
or graatar than T, tha running cracafora la 
glvan by tha Fourtar tranafom of tha coaplata 
excitation, A(«)e^a'(«). Thua for tlaa greater 
than or aqual to T tha taaponaa is atnply 
glvan by 

«(t) .Mail sin fa* + «(•) 1 .    (9a) 

which is a result previously reported [6]. 

If A(«) and 9(0) represent the oaplitude 
and phase of tha Fourier transform of the non- 
zero portion of the pulse, tnen Equation (9a) 
gives the residual response of any undaaped 
oscillator to the pulse. Thus Adu)/» is the 
dlsplacesunt residual shock spectrum of the 
excitation where A(«!) is the magnitude of the 
Fourier transform of the excitation acceler- 
ation. Since the undamped residual response 
is purely sinusoidal as shown, and continues 
for all time. Equation (9) can be differentia- 
ted to give the velocity and acceleration as 

; »t) ■ -A((i)) cos (»t + a) 

s(t) - uAU) sin ((»t + a). 

(9b) 

(9c) 

Thus AC'j)), the magnitude of the Fourier trans- 
form of the excitation acceleration is the 
residual undamped shock spectrum of the pulse 
expressed in terms of velocity, and uAOi)) is 
the residual shock spectrum expressed In 
terms of displacement. 

Fourier transforms of integrals and derl 
tlor.s of functions can be written In terms of 
the transform of the function, when these 
transforms actually exist [5]. For example, 

if tha Foariw tranafosn ot «a aecatentlan 
la AU) elarfj»), oaa en intagatt« tha dafining 
•qnatlon by pasta to obtain tha traaafona of 
tha «alocity. Thua If 

AWa^.J^CO.-^dt. (W«> 

Ma intagrate by parta letting u - e 
dv • y{t) dt, which ylalda 

-iat anl 

A(d) ^^ - im  f t(t) •'**  dt. (iob) 

Defining the Fourier traaefoca of the velocity 
to be 

V(a) •mm) ■ J" y(t) a-** dt. 

we obtain 

A^a^-iaVOa1*^. 

Thua 

*(») - <*(«), 

aim) ♦(«) + ? 

(10c) 

(10d) 

(10a) 

(lOf) 

Continuing the &bova reaaoning, one can con- 
struct the following table which givea the 
relationships between the transforms of 
acceleration, velocity or displacement can be 
expressed In terms of any of the other 
transforms. 

The previous consent mentioning possible 
nonexistence of some of the transforms can 
be understood as follows. The condition 
generally given as requisite for the existence 
of a Fourier transform I*  [51 

06 

J   |f(t)(   dt < « 
(H) 

In practical cases the portion of the trans- 
ient analyzed may be insufficient to bring the 
velocity or displacement back to zero; in such 
« case the transform of the velocity or dis- 
placement would not strictly exist ansi condi- 
tion (11) would not be satisfied. If a net 
velocity change or displacement occurs, those 
transforms will yield unreasonable values at zero 
frequency. These difficulties arc really more 
mathematical than practical. In cases where 
extremely low frequency values of computed 
spectra scera to Indicate problems, the solution 
will be indicated by considering a longer 
portion of the time history. 
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KCAYING SINUSOIDS 
ftot.I " H  <'> + f2(t> + f3(t) + 

This section crests trsnsforas end response 
to decaying sinusoids and Is alaost detached 
ftsm the previous discussion, but the study 
has added to our understanding of Fourier and 
response spectra or shock spectra. Virtually 
all experience leads one to conclude that 
responses to sho-'k loadings are composed 
of at least many decaying vibrations. Al- 
though the vibrations probably decay In 
complicated ways by many different nechanlsms, 
we chose to begin a study of decaying vibrations 
by studying the simplest one we know, Che 
linearly damped or viscously damped sinusoid. 
The function considered is Che familiar damped 
response of a simple oscilaCor Co an initial 
acceleration, thus 

y(t) Vo« 
^ot sin ot. (12) 

where 

a)  « k/m 
o 

+ fn(c>. (13) 

By Che defInlcion of ehe Fourier Cransform, 
ehe cocal transform of a sum of funcdons is 
Che sum of Che transform of Che elemencary 
functions thus 

FT(ftotal) - FT^) + FT(f2) + FT(f3) 

+ + FT(fn) (Ha) 

If one of these elementary functions is a 
lightly damped sinusoid, the magnitude of the 
transform will become large near its respond- 
ing frequency and dominate the total transform 
in that region. If the transforms of the other 
functional elements of ehe total response are 
not rapidly varying near this frequency the 
geometry of Che peak of decking sinusoid 
transform will be apparent and available for 
analysis. 

f » T— ■ damping ratio , 2m (12a) 

■„ r i -r damped natural frequency. 
(12b) 

We have also considered the damped colsine 
wave, but ehe results are not substantially 
different, and so the damped sine will be used 
for presentation. The Fourier transform of a 
lightly damped decaying sinusoid contains a 
severely responding peak and hence can be used 
as a model to determine maximum modal excur- 
sions associated with severely responding 
peaks in actual records. Thus we presume that 
many of the sharp peaks in experimentally 
determined Fourier transforms of complex 
motions are completely due to the presence of 
a damped sinusoid in the total motion. 

The total response at any measurement 
station of shock excited equipment is probably 
cowposed of the sum of many elementary 
responses thus we think of the total response e 

Consider theFourler transform of the 
acceleration given in Equation (12) for time 
greater than zero. From the definition of 
Equation (1), it is given by 

-la,t 
YU) 

Joyo 
o sin Qt e dt. (14) 

Equation (14) can be evaluated by standard 
formulae given in all math tables (for example. 
Case 312, [7]). After simplification one 
obtains 

v'"))   71 - f? 
(15) 

1 - R + 2ifR 

where 

(15a) 

The Fourier spectrum or the magnitude of the 
Fourier transform is obtained by taking the 
absolute value of Equation (15) which yields 
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"yT" 
[ i? ]i <l5b) 

«bara A(«) Is tt» ■afBttud« of th« PoiurUr 
tnattom or thtfauricr •pwtraa.   T«Ung 
th« acrivMlv« of Bfwtwn (15b) wltb rMptct 
JO X, tbt fraquoacy ntUhoam find« ehac tbt 
tmwfom bM nro «lop« far i«ro frtqecacy 
and • pMk v«lu« giwm by 

•-A((iO__ 
2f ,   «t R - Jl-lf (16) 

Ac soro fraqumcy th« Intorcopt la 

" /l - f* , «ban R - 0 .  (16b) 

(16c) 

For very large values of R 

, v 1 - f   when R »1. 

R 

Figure 2 la a plot of the aagnltude of the 
transform for two values of f. Note that 
even on Che logarithmic plot th« peak Is 
extremely pronounced, thus we might well 
expect that It will be apparent and distinct 
from the remainder of the transform. One 
also finds chat the transform of a decaying 
cosine wave has differing asymptotic and zero 
frequency values but in the neighborhood of 
the peak tit  a lightly damped decay, has a 
substantially blmillar geometry. 

'?• 

OM cam find dM width AR glvM by 

AR* - 2(1 - 2^) - § (i* - if8 + 4jV. 
* (He) 

Ficura 3 la a gcapli of the valnas of UM paak 
widtft. AR for «aluas of «, with Mcylmg 
mcwica of damping, f. 

Mow. given th* abov« theory, let ua com« 
aider tba applicacloa. Figar« 4 sham ■ 
hypotbatleal FOurlar aa^litodo apectnaa of a» 
aecaleraCloo time blatoiy of « ■aehenlcal 
aboek. It baa a narrow diatlaet poak of 
magnltude AM|H aitnacod at « fnqoaaey fs 
tbia poak la proaoaad dna to a daeaylng 
alauaoid containad in the original ttes 
history. Ms ar« concamad about tha magnitado 
of the velocity indicatod by tba poak valve 
and would like to aatimta the maxSauai modal 
velocity that actually «slated at this freqoan- 
cy at our ■eaauremast atatloa. Maxianai modal 
velocity baa been shown to Indicate raaponaa 
severity [81. It must be realised that the 
transform of cbls decaying sinusoid is super- 
Imposed on other transform values from other 
functional eleaencs of ehe shock puls« but 
assume that the megnlcude of the transform 
of Che remainder cf the shock pulse is some 
constant value, A , In the region of the 
narrow transform peak. 

The final relations are developed aa 
follows. Consider en amplitude A^ In the 
narrow peak region of Figure 4. A horizontal 
line at amplitude Aj Intersects the narrow 
peak where It has a width fif.. Let f be 
the measured peak frequency and A   the 
measured peak magnltuUe. AR Is tRfft given by 

Now that we realize that the transform 
will contain those peaks at the responding 
frequütncy of the decaying sinusoid, let us 
consider the converse probleu of determining 
tts constants in equation (12) from the 
geometr- of the peak of the transform. Con- 
sider the width of the transform peak when 
the nagnltude is some fraction, $, of the 
maximum value. The ratio $ equal to the 
square of the magnitude, Equation (15b) 
divided by the square of the maximum 
magnitude, Equation (16) is given by 

* 2  2 2  ? 
(l - KY + AfV 

(17a) 

After rearranging,  the following equation 
results. 

&R .Ml 

The magnitude of the decaying sinusoid 
transform at the peak will be A 
thus from Equation (16) 

2 fa 

(18a) 

less A , 
s 

(18b) 

The value of f.  corresponding to fif. is given 
by 

A, - A 
1 s 

A - A 
max   s 

(18c) 

2(1 - 2r)R 
2.„2 + £ JiilL ■O-o. 

(17b) 

The above equation is quadratic in R and has 
two distinct roots yielding Rj and Rj. These 
can be directly computed and subtracted to 
give the peak width at ß, or by rearranging 

Finally solve Equation (18b) for A and sub- 
stitute the value into (18c) whichSyicld8 

2f'Jü. 

-I 
(A   - A, ) 
max   1 

(18d) 

Two sets of values of Af and A are required 
and must be measured from the narrow peak 
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as shown in Figure 4; thus two Equations (18d) 
will be obtained, one for A. and one for Aj. 
Dividing the equation for A: by that for A 
yields 

I - 41 

I - *2 
(18e) 

In Equation (I8e) A  , A1 and A are measured 
values from the traRfform graph; therefore. 
Equation (ISe) is a relationship between ^, and 
$,. Equation (I7c> gives a relationship 
between », j and AR which is expressed as a 
graph in Figure 3. Since AR, and AR, "re known, 
select a trial f on Figure 3 and determine a 
trial value of ^ and ify.    Test these values in 
Equation (18e), Continue selecting new values 
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Fig. 3 - Curves for finding it  and J for a given i«. 
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(The peak on this plot has been enlarged wldthwlse for Illustration) 

of £ and testing the resulting values of $ 
and 4. until a vulue of f is found that yields 
ij's at AR, and AR, on Figure 3 that satisfy 
Equation C18e). Thus the value of jis 
determined. 

Since this procedure should only be used 
on high narrow peaks that are due to low 
damping, oio i8 very close to 2Tifp (see Equa- 
tion (16)). With a)o and the value of £ 
obtained above, y can be computed from 
Equation (18d). 

It was previously stated that the maximum 
modal velocity was a quantity of Interest to 
be determined from the foregoing. Since it 
is expected that each individual mode will 
respond with a decaying sinusoidal motion, the 
maximum velocity associated with this decaying 
motion is an observed modal velocity. The 
maximum velocity is therefore obtained by 

integrating Equation (12). However when 
Equation (12) is integrated to velocity an 
abrltrary constrmt necessarily appears which can 
clearly alter the maximum modal velocity 
obtained. The constant is evaluated by the 
observation that the velocity must go to zero 
when time goes to infinity. Equation (12) so 
integrated and evaluated yields 

y 
y = — f-e'^o' (r Bin  nt +V 1 - rz cos Ot) i 

a)  I        * o 
(19) 

This equation has its maximum at time equal to 
zero and the maximum modal velocity is 

If the decaying sinusoid were assumed a decaying 
cosine, the maximum velocity Is substantially 
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the saaw for very low damping, but is reduced 
by a factor, p, which is given by 

exp i^n)- (19c) 

TRUNCATION EFFECTS 

A practical problem In shock data analysis 
that routinely occurs is the determination of 
the length of tine history that should be 
analyzed. Oftentimes in lightly damped 
structure the response decays very slowly. A 
theoretic.il example of the effects of trunca- 
ting the acceleration time history of a decay- 
ing sinusoid la presented here to offer some 
insight into the problem. 

Consider the running Fourier transform 
corresponding to Equation (14), but only for 
Integral numbers of cycles. Thus rather 
than Integrate Equation (14) from 0 to «, 
Integrate from 0 to 2Tm/0. The magnitude of 
this pseudo cunning Fourier transform Is given 
by 

A(ui.n) 

[d - RV 14 cvJ 
x (1 + e •2YC .2e"

vC 
2e T* cos YR) i (20) 

where 

Y - JSSL 
(20a) 

Comparing Equation (20) with Equation (15b), it 
is observed that the result is similar except 
for the addition of t truncation correction 
factor, TCF. Consider Just the truncation fac- 
tor alone. 

TcF » (1 + e ■
2YC .2e-VC 2e yt cos yR)' (20b) 

It will be noted that as \ or n, the number of 
cycles, gets very large, the TCF approaches 
unity. For a sufficiently small n or y the 
average value of the magnitude Is reduced, but 
even further the TCF imposes a ripple on the 
magnitude of about n cycles per unit change of 
R. At least the ripple Is intolerable and 
would be confusing so that a sufficient number 
of cycles should be taken to assure that the 
TCF is negligible. Rewriting the TCF in 
simpler notation, 

It 
TCF - (B - C cos yR) , (20c) 

where 

1 + e -2vC and C " 2e •vC- 

Hie average amtvlltude of the ripple can be 
expressed as 

- -^ B - C j (20d) 
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ValMM 9t tk* mmmtß f*»1* caaMMt 0. 
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Fian« S» for vnriflM «KIMM of (.   For mam 
pis. If { ■ 0,95, 15 eyclM an cayoixad to 
aaaum a rlypU «oaMat of 11. 

UM MNB tSMKadoa eorcBcclom factor 
occnn if a dwaylnK eoata« Is truacitad 
aft« a cfclum, 

UM practical aipiificaaeo of this ramlt 
wmmt bo owlncd fartiMr.   It aor MMB that 
MM MMt bo cautlooa «fMa tmcatiag a raeocd; 
ecevonoly slaco tho il—g» of too ocean 
daring UM first part of tho pnloe, it aqr 
iadicato that UM fOorior tranofom ia 
•oaaitiva to oniaportaat iafonotion about 
the ahock. 

amcumoH 

In caaclBcioo «o have proooatod a Mthod 
for dototatnlag the Mail— aodal OKcurcion 
at a point fro« narrow poaka in a Fourier 
ttanafosa. TiMaa reaponaoa can bo conaldarcd 
■artw aodal velocitiaa to tho extant that 
they do conatitute a lower bound. In that 
senae they do indicate for exaaple the severity 
of a beaa responae as has been shown In 
[10]. 

Jenachke [9] has presented a proof which 
shows the envelope of the aagnitudes of the 
running Fourier transfo» to be an upper 
bound to the overall ahock spectrun for 
velocity. If this envelope can be inexpen- 
«ively coaputed it oay provide wide availabil- 
ity of a new shock severity evaluation. 
Reference [9] also presents sone coaputed 
results of a running transform, undaaped 
shock epectrua and Fourier transfora. It Is 
Interesting to note Chat at the high peaks 
in his spectra, the Fourier transform does 
yield the same result as the other spectra. 
The Fourier transform appears to heavily weigh 
repeated cycle« at the same frequency as was 
clearly shown in the decaying sinusoid 
analysis. It may well be that for structures 
that are sensitive to repeated excursions the 
Fourier transform may provide a more reliable 
Indicator of damage. Yet the fact that the 
magnitude is only a residual spectrum and 
misses the maximum excursions during the 
pulse does detract from its apparent useful» 
nese in a structure which fails due to the 
single highest peak. 

Linear system theory demonstrbtes that by 
knowing the complex frequency response between 
any desired measurement station and an input 
point. Inverse Fourier transformation of the 
product of the transform of the excitation and 
the system function will yield the exact time 
response to the transient at the measurement 
station. This is an attractive Idea and could 
be subjected to any recorded excitation on the 
computer. However many different system 

to bo mumwi to flad 
at aijaeaat iuttoM to cat in 

a coot of dotendalag all 
wyatm ftiacrtnaa. He hava aot heard 
eunaatljr irraapllaMat ahock aaaljraia 

Vcraol aodo thooiy thrao^i tho ahock apoc- 
CcMi yioMo tho awl— raopoaao of ooch aodo, 
bat dooa aot giva a eoaviwlag aathod for 
ccabiaini tho roopoaooo of the soporata aodoo 
la a aot ovorly coaaorvativ* 

to bo done to f Inly 
oatobliob too plaoo af too Fmrior traaafom 
la tho aaalysia of aartonli-al shock data. It 
Is hoped to<c thooa idoia «ill stlaalatc othera 
to poraoo too qoostlca. 
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WWE ANALYSIS OF SHOCK EFFECTS IN OONPOSITE AMOR 

Gordon L. Filbejr, Jr. 
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AbmntoM Fzoving Gtotmi, Muylmi 

perfinMiico by ctMposit« anar in layered confifuntioas 
afainst kinetic enwgx projectiles, hypervelocity particles and netal 
jets has been an accepted fact based on nunenws observations. A 
rationale for this i^roved perfonance is given in this paper in tens 
of an analytic nodel based on one-diaensionsl nonlinear nave propa- 
gation and reflection at aaterial interfaces. Included as special 
cases are 1-D hydrodynanic shock waves and elastic waves. The nodel 
is specifically worked out for the dispersive wave case of a plastically 
deforaing aetal in uniaxial stress on one side of a boundary against 
a linearly elastic netai on the other side, but the principles apply 
generally. Details of the calculations of the developed stress fields 
in the two naterial case are carried through and conpared favorably 
with experinent. It is definitively shown that regions occupied by 
"harder" naterials are those subjected to the larger stresses and 
thus these "harder" Materials nay be thought of as stress raisers. 

UmOPUCTION 

The notion of using stress wave analysis 
to predict failure nndes in conposite amor, 
such as penetration, fracture and spaUaticn, 
is not a new one. A frequently Mentioned 
reference in this context is .he 1965 work of 
Kinslow [1]. Kinslow [1] considered in detail 
a 30 layer laainate constructed of two alter- 
nating elastic Materials. Although United 
to one diMensional elastic dilatational waves 
at nornal incidence, the analysis denonstrated 
that shock Mitigation May be produced by 
laainsting two Materials. The analysis, 
coupled with several different experiaents, 
demonstrates conclusively that defeat en- 
hancement may be achieved with the concept 
of lamination. That is, there is definitely 
an advantage over the construction of a target 
from the single harder naterial of the two 
use) in the laainate construction. In a 
different sort of problem, Horie [2] has demon- 
strated that, from the standpoint of momentum 
transfer into an armor plate, an optlmun thin 
bumper of soft material may be added to the 
front face to reduce the total momentum 
initially transferred into the armor plate. 
In these cases as in uncited numerous others, 
the analysis always seems to be limited to the 
use of linear elastic constitutive relations 
for the one dimensional shocks treated, 
-- usually on the grounds that this is the 
only case that can be treated with any simple 
sort of analysis. At the opposite end of the 
spectrum of course computer programs exist 

which may be used to calculate the detail in 
any specific instance. But very often, in 
order to achieve penetration data for ten or 
twenty or fifty Microseconds, the expense sn* 
running tine on the Machine is prohibitive. 
Hence a need exists for an analytical or quasi- 
analytical tool for those probleas in which 
plastic deformation is caused in the target by 
the impactor. It is the intent of this paper 
to outline an approach which aay be developed 
towards this goal. 

PLASTIC NAVES 

An underlying assumption made here is 
that armor penetration by impactois - be they 
kinetic energy projectiles, hypervelocity 
particles or metal jets - is accompanied by 
plastic deformation, and in this process waves 
of plastic deformation are forerunners of the 
impactor tip. Since typical armors are 
bounded media, the wave reflection and inter- 
action processes build up conditions which 
ultimately determine material failure. Hence 
it is instructive to examine some simple gen- 
eralities of the wave propagation process, and 
as we shall later see, interaction conditions 
which may exist at material interfaces within 
the target. 

Assume, for the "softer" target materials, 
an equivalent one-dimensional unlaxial stress 
model that, within the time scale of wave 
propagation processes, is rate-independent. 
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täkw a 1-0 strets-stnin relationship of 
tite «MM 

cr« Ac*- a) 
Sow theoratical Justification exists for 
dMoslflg this tarn, as discussed elMWhere 
by Filbejr [3].   Plastic uaves are propagated 
Mithin this 1-0 fraaawnlc governed by a quasi 
linear wave equation 

96 Wr-tw (2) 

«hich idoitifies a vave velocity Cp for each 
level of strain £ by 

V 
■ffi* 

(3) 

Not« that this nay also be expressed as 

.        <fcr 

once a stress-strain relation 0"i(j6) is given. 
For seni-inflnite aedia, the particle velocity 
relative to the Material at rest (at infinity) 
is found fro* 

^Jv^ 'J^-M (5) 

upon using (4). For details of the above, see 
Bell [4]. Differentiating, one nay relate an 
(♦) increuent in particle velocity to a (+) 
increnent in stress as 

Ac   -£ 
Substituting (1), (6) becomes 

A<r« 
Ao- 

{&** WFW 

(6) 

(7) 

The case cf most intensive study and interest, 
and with physical supportive evidence, is 
when the coefficient a = 1/2 and A = 5 , again 
as discussed in Bell [4]. Under those 
assumptions, write (7) as 

A^/S r q-'/* ACT (8) 

Incidentally, the elastic case is covered by 
setting a = 1 and A = E in (1), or some 
modified version of elastic constants for 
uniaxial strain. To keep things simple 
algebraically, we shall symbolically follow 
the former. For elastic waves then, (7) 
becomes the familiar connection between 
particle velocity and stress 

—!  Ao- 

(W. (9) 
Av 

^ is a constant elastic nave speed. 
Hence an i^jortant distinction is noted 
beftwen (S) and (9) — particle velocity 
changes for stress increaents in the elastic 
donain are proportional only to the stress 
increnent, uhereas in the plastically defer- 
ning aaterisl depend additionally on the 
"anbient" stress level, through the <r •*■ 
factor. 

HAVE INTERAaiON 

__ Consider now the two naterial case 
whi«di adjht exist at an interface in layered 
conposite amor, as indicated diagraaaticslly 
in Figure 1. Take the case of an increnent 

ELASTIC-PLASTC 

G 
ft 

E <r»pe,/2 

c. c,^) 

ri 
T 
3; 

Ar 

Figure 1 

of compressive stress propagating to the right 
from the "hard" elastic material into the 
"softer" plastically deformable material, in 
the presence of an ambient compressive stress 
C" on both sides of the interface. The 
simplest situation which satisfies jump con- 
ditions on mass and momentum across the inter- 
face are to allow for a compressive incident 
stress increment with associated positive 
particle velocity increment, a tensile re- 
flected stress increment with associated posi- 
tive particle velocity increment, and a com- 
pressive transmitted sti^s« increment with 
associated positive particle velocity 

Use subscripts i,, ." , and t to denote 
incident, reflected and transmitted components, 
and use circled letter superscripts ® and 
(^ to denote the plastic and elastic com- 
ponents in Figure 1. Then the jump conrfitions 
across the material interface requiring con- 
tinuity of normal stress and velocity yield 



(10) 

Define reflection and tnuuwission coefficients 
r and tT by 

'it. r« (11) 

Solving (10) with the use of (11), (8). and 
(9) leads to the expressions 

r- 

(12) 

where 

*T (13) 

Hence reflection and transmission coefficients 
have been found for any incremental addition 
of stress by an oncoming spatially distributed 
stress wave. What is now different over the 
classical solutions for mismatched elastic 
materials as treated e.g. in [1] is the non- 
linearity introduced by the ambient stress 
level term O-1'*. This now means that a 
total solution must be generated by adding 
up the incremental contributions to determine 
the next ambient stress level which deter- 
mines the new r and IT coefficients, etc. 
This suggests the construction of rays in 
X - t  space in a Lagrangian diagram for 
the waves, and then doing the bookkeeping 
along the characteristics of the wave until 
the total solution is generated. One such 
example is given below. 

SALIENT TEATURES 

Most notable in this solution is the 
demonstration that shock mitigation is pos- 
sible in passing from a "hard" to a "soft" 
material. To demonstrate this, numbers may 
be substituted in (13) for hard (elastic) 
aluminum and soft aluminum (e.g. S = 5.60 x 
104 psi) yielding a value of K = 8.04 x lO"2 

(psi)"l'2. The values jf r(o) and T(a) are 
plotted in Figure 2. 

ANNEALED HOOF ALtmiNUM 

ft HARD ALUMINUM 

VOr Oi 

Figure 3. Reflection and 
Transmission Coefficients 

Obviously, the stress itvcrement carried for- 
ward is always less than Jhe incident (t < 1) 
and that returned is a tensüe one which 
lowers the oncoming. (For a free boundary, 
it would equal the oncoming anc! hence cancel.) 
On the other hand, absence of an interface 
would permit the high elastic stress pulse to 
continue on in the target, thus potentially 
inflicting damage at a deeper level, in this 
sense, an interface "reflects" back energy, 
keeping more of it at the front of the target, 
and thereby enhancing defeat possibilities. 
Obviously solutions to layered media problems 
require computational assistance of a computer, 
but the underlying philosophy is rather sim- 
ple and may give reasonable answers in much 
shorter run times than other previous methods. 

For completeness, a case is included 
which was calculated for a longitudinal 
stress wave in ali-minum bars going from 
plastic to elastic (opposite from the case 
given here) which was compared with test data. 
In the absence of an interface, the maximum 
strain would have been 2.2%; data shown in 
Figure 3 rises to the higher maximum predicted 
of 3.5% caused by the total wave interaction. 
Again repeated, this is test data for the case 
opposite to that presented in the main body 
of this paper merely to demonstrate agreement 
of the analysis with experiment. 
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and Test 
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STAMSTICM. LOADS MiALYSIS TBCBNigOB FDR SHOCK KSSO 

HIGB-FREODENCy EXCITED EIASTOOYNMUC CONFIGDRATZONS 

K. J. Saezalski and K. C. Part 
Clariuaa College of Technology 

Potsdaa, New York 

A recently developed technique for describing detentinistic and 
nondetendnistic response characteristics of shock and high- 
fregusncjr excited elastodynanic systeas is extended, in a 
statistical sense, to detendne reactive loads, and resulting 
stresses, at desired locations on structural elements within 
the system. The coupled transcendental elastodynamic equations 
include the elastic wave effects of continuous mass distributed 
structural elements as well as the inertial effects of arbi- 
trary shaped rigid bodies. Depending upon the type of excita- 
tion inposed on the system, the calculated loads and stresses 
may be compared to known experimental and analytical failure 
criteria to establish limits of structural reliability. 

INTRODUCTION 

A large class of modem vibration 
problems, such as sonically Induced 
fatigue, shock impact loading, and noise 
transmission, are of extreme practical 
significance, and are associated with 
high-frequency excitations of complex 
elastodynamic configurations.  In gen- 
eral, an elastodynamic configuration 
consists of an assemblage of structural 
elements which Include: straight and 
curved elastic members with continuous 
mass distribution along the length of 
the member, as well as the capability to 
resist stretching (compresrion), torsion, 
bending and shearing; arbitrary shaped 
rigid bodies; shear panel elements; 
plate elements; and arbitrary con- 
straints,  Atiempts to mathematically 
model utese complex systems usually cul- 
minate in the traditional models of 
lumped musses connected by mass less 
elastic connectors, or the more recently 
populru consistent mass matrix model 
[1]. Unfortunately, use of the above 
simpii fied models for the more complex 
systems subjected to high-frequency 
excitation could lead to highly inac- 
curate results. 

As an example consider the simple 
system of a wire fixed at the upper end 
and rxcited in the axial direction by a 
weight, which is suddenly dropped to a 
massless platform attached to the 

lower free end. If the assumptions arr 
made that the mass of the wire is neg- 
ligible in comparison to ehe mass of 
the exciting weight, and that uniform 
axial strain prevails through out the 
length of the wire for all time, then 
the maximum axial stress in the system 
will be calculated as approximately 
twice the static stress. If on the 
other hand the mass of the wire is not 
considered negligible, but is small in 
comparison to the mass of the exciting 
weight, then elastic stress waves will 
propagate along the wire, reflecting 
and refracting, and cause perturbations 
on the harmonic response of the exci- 
ting weight. As the ratio of the mass 
of the wire to the mass of the exciting 
weight becomes greater the assumption 
of uniform axial strain breaks down. 
The predominant effects of the elastic 
strec«? wave propagations in this case 
are to caus? maximum tensile stresses 
which may be greater than the factor of 
two predicted by the elementary lumped 
mass model. 

This problem was first examined 
experimentally by J. Hopkinson in 1872 
and later by B. Hopkinson in 1905 [2]. 
G. I. Taylor, examining the same pro- 
blem in 1946, verified the elastic wave 
effects observed by Hopkinson and 
showed that, in fact, the wave inter- 
actions could cause the ratio of dyna- 
mic to static tensile stress to be much 
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gmatftz than that pzsdictad by the 
limpad MWS theory based ion the assmp- 
tion of unifom axial strain.    Froa the 
results of the Hopkinsm and Taylor stu- 
dies, as well as investigations on the 
accuracy of the Imped Mass and consis- 
tent^eass a«tfaods [1,4], it nay be am- 
elndsd that any eethod idiieh is to deal 
siaply and effectively with predicting 
stresses and loads of high-frequency 
probleas wist include the elastic wave 
effects of the continuous mass distri- 
buted eleasnts. 

In a recent paper J5] a siaplified 
technique was presented for describing 
deterministic and noadetenainistic re- 
sponse characteristics of hi^i-frequency 
excited, coupled, spatial vibratory con- 
figurations consisting of>    continuous 
■ass distributed elastic eleeents; point 
■asses; arbitrary shaped rigid bodies; 
shear panel elenents; plate eleeents 
(6J? and arbitrary constraints.    In this 
paper the teduiique is extended. In a 
statistical sense, to determine the 
reactive loads  (forces and monents), and 
resulting stresses, at any deslired loca- 
tion of the individual elements in the 
system. 

GENERAL FORMULATION OF RESPONSE 
EQUATIONS 

The basis for developing the neces- 
sary Euler-Lagrange equations of equi- 
librium and compatibility of a given 
system is provided by the Lagranglan L, 
formed by the potential, kinetic and 
constraint energies of the system ele- 
ments. The resulting set of equilibrium 
and compatibility equations are desig- 
nated the elastodynamic equations of 
the complex configuration. Loadings 
may be in terms of forces (and moments) 
and/or displacements (and rotations). 
Unknown internal constraints, or reac- 
tive loadings, are represented by 
Lagranglan multipliers and are assumed 
to have harmonic solutions. Exclusion 
of the explicit tira dependence of the 
elastodynamic equations, by operating 
in the frequency domain and using trans- 
form techniques, results in a reduced 
set of matrix equations which by their 
symmetry, and partitioned form, minimize 
the storage and ill conditioning problem 
of large order, sparse matrices normally 
associated with such systems. Applying 
steady state sinusoidal excitations of 
constant amplitude and varying frequency 
to the elastodynamic expressions yields 
frequency spectrums for the generalized 
coordinates q(t) of the point and line 
intersections (nodes) of the structural 
elements. 

The potential, kinetic, and con- 
straint energies will be defined as 
functions of the generalized coordin- 
ates qj, generalised velocities 4j, «nd 
Lagranglan Miltlpliers Xj., respectively. 
Asssabling the energies of the system 
into the Lagranglan L and then separa- 
ting Lagrange's equation into two fonas, 
for qj and Xi variables, gives 

dtvftj) 'Vajj) " f j (1) 

uty -a^) - • (2) 

where Equation (1) yields equillbrlun 
equations, sane of which contain X 
tens, and Equation (2) yields the com- 
patibility equations for structural 
elements connected to the ground, rigid 
bodies, and plate elements. 

fy jfy 

Pig. 1 Prismatic member element 

In order to describe the physical 
contribution of a continuous mass dis- 
tributed elastic member element, as 
shown in Fig. 1, ii is convenient to 
take the scalar product of the average 
nodal loads vector \  at each end times 
their respective local response vectors 
q. The scalar product yields the poten- 
tial energy of the coi.tinuous mass ele- 
ment as 

ü_ J U}T (q} (3) 

The load-response relationships,  from 
modified theory, which describe the lon- 
gitudinal, torsional, and flexural 
motion in the principal planes of the 
element are well known  f7].    As an 
example the equations  for longitudinal 
and torsional motion are given respec- 
tively as 

AE 
,3 rMth       .anritx 

(4) 
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irfith sinilar, but «onewhat nor« co«- 
plax,  relationshlpa fox bending in the 
two principal planes. 

The tin» dependent- solutione to 
the longitudinal, toraional, and ben- 
ding equations of notion nay be 
expressed in the nomal node focn by 

12 

\lt>  -Z "inVn^J ' i-1'2'3 
n-1 

12 

hlt)  "2 ♦fnCnen(t, ' i"1'2'3 
(6) 

n-1 

where the C are the unknown nodal 
amplitudes  of 5n(t) and 9n(t), atid 
n| , *? are the shape functions of 
tne normal nodes. There are twelve Cn 
coefficients corresponding to the total 
number of degrees of freedom for both 
ends of the element. The solution to 
the equation of motion in the form of 
Eqa. (6) are also well known [7] and 
may be expressed by twelve scalar equa- 
tions, representing the local coor- 
dinate response, at nodes A and B. 
These equations may be expressed In 
matrix form b" the relationship 

^A'^A'^B'^B^ = IG^j]{C1,C2,...fC12} 

(7) 

where the matrix  [G^j]  is a twelve by 
twelve non-symmetric matrix, con- 
taining terms represented by hyperbolic 
and trigonometric type functions. 

The scalar components of the nodal 
load vector, in local coordinates,  are 
given by relationships such as 

Xx(6) 

Ax(e) 

AE^) 

GJ 

as 

'as ' 

(8) 

(9) 

with similar relationships for shearing 
and bending. Taking the necessary 
derivatives of the vectors in Eqs. (6) 
and substituting into the equations of 
motion yields a column of twelve loads 
which are expressed in matrix form by 

{XA(ä),tA(e),tB(6),"tB{e)} - 

[B^HC^Cj C^} (10) 

The CBijl aatrix is a twelve by twelve 
..woi-syinctric natrix, sinilar to tGiil 
■watrlx and al;?» containing terns rapnt- 
senced by hyper^allc «ad trigonenetrie 
typs functions. 

halving for the C vector fron Bq. 
(7), A>id substituting into Bq.  (10), 
provio^s the loads as functions of the 
displaeanrmts and rotation* in local 
coordin^tas 

{V6* 'h™ ^B
16

* ^B^rt " 

IBij"'ijl"i{^'^^B'V     (U) 

i-l is The natrix fomed by (B^j] IG^jJ  ii 
defined as the iiynaetrie, twelve by 
twelve, OAtrix of ä&nemic stiffness 
coefficients for the continuous nass 
elenent. Transforming n« ♦ fron the 
local coordinates to the inertial coor- 
dinates, and tiien substituting Bq. (11) 
into Eq. (3), provides the desired 
energy expression. The energy of a 
curved, prisnatic, member element with 
a continuous mass distribution along 
the length is obtained by a procedure 
similar to the one used for the straight 
member element described above [8]. 

The kinetic energy K«, for a rigid 
body of arbitrary shape [9,10], shown 
in Fig. 2, may be expressed in matrix 
form as 

«m-i^C ' I"»! ' ^}w (12) 

where % represents the mass and iner- 
tia tensor of the rigid body m, and q 
implies time rate of change of q.  If a 
rigid body is idealized as a point mass, 
with zero inertia tensor, then the 
kinetic energy may simply be expressed, 
in terms of  the translational velocity 
of the node to which the mass is 
attached. 

Fig. 2 A rigid body element 
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Is MditioD to th« pot^tial and 
kiiMtie «iiergias of th« «tnietaxal mlm- 
mmtm, UMBB «lao «xist« • lAfsaogt« 
foza of oontiraiiit •aevfr fill §m to 

BlMtie ooapUaae* «t «a moenstraiaad 
note ia upmem (i.«.r « noc^i fm« to 
dispiaoi and zotato witttin tba boonda 
of tha alaatic psopartiaa of «ha atroo- 
toral alaaanta eonnactad to it), 
zaqoixaa tiiat tba intamal loada at tha 
noda ba in eqoilibritta.    Awxafom-, 
oaestra4nt anazgy la not zeqoiiad for 
tha onoooatralnad aoda, and tha nomal 
nix agoationa of aqoilibriua aaaodatad 
with diaplacawmt and zotation as« auf- 
fidant to cbaraetariae tha noda pro- 
partiaa.    On the other hand, whan a 
nods ia oonatrainad to the ground, to 
the plataa, or to the rigid bediea, it 
is esaential to include the oonatralnt 
energy «hich will yield unknown con- 
straint load teens in the equilibriun 
egaationa, as well as in the associated 
ooKpatibllity equations for the node. 

the for» of constraint energy due 
to the load at node r on a rigid body 
tut shown in Fig. 2, is given in terns 
of the local coordinates by 

Ur " {*}rT'{^r1 ^mr^^m*fCr' {^}r} 

(13) 

The matrix Tmr is a transfer matrix be- 
tween the center of mass and node r, 
which relates the invarient distance 
components between the center of mass 
and node r. The constraint matrix C is 
given by 

i 
e(£)    I    NULL 

NULL   ■    6(6) 
I 

(14) 

where each row of the two 3x3 aubma- 
trices e(6)  and e(e)  of Equation  (14) 
contains the components of the local 
unit coordinate vector which ia, pre- 
ferably,  in the direction of constraint. 
If a node is fully constrained, in the 
direction of inertial coordinates,  then 
the constraint matrix C reduces  to an 
identity matrix I.    If a node is only 
partially constrained the rows of the 
3x3 submatrices corresponding to the 
unconstrained local element directions 
become null or zero rows. 

Another form of constraint energy, 
applied when a node A is constrained to 
ground g, is given by 

üg »   rUA
T-nCg]{q}A-[I]{w}g}       (15) 

where Wg represents displacements and 
rotations of the ground in local 

ooordinataa.   A aisdlar fom of oon- 
stralat   anaxgy for a node ennatrained 
to a plata elaaant ia givsn as 

Op, - {V^'dlJCql.-ICjI*!*},)    (16) 

where ws capraaaata tha local diaplaoa- 
■ants and rotatiena of tha plate oodaa, 
V« sqwaaanta the iaartial coordinate 
oonponenta of the constraint loada Xmt 
and C« la a nonsyaBatric coaatraint -_. 
■atrix nada up of rosa of direction 
cosine Vectors whose coapooants are in 
tha dixection of constraint noznal to 
the plate or shell. 

Assuaing a hasaonic solution, and 
empUfgi Ay  the previous definitions of 
matrices, the coupled systea of hybrid 
elastodynanic eguatioos, derived froa 
Equations (1} and (2) nay be assembled 
in the following fora 

Duuqu+Dur9r+Dus<,s+Dugqg « f. 

Dur VDr^r^rs^s*0^^ + 

Cr Xr " fr 

D     q +D     a +0   a +D   a   + us Mu   rs Hr "aBHs   8gHg 

(17) 

(18) 

(19) 

DugVDrgVDsg\ + 

D
ggqg+cgTxg " fg (20) 

Cr^r^rV^m - 0 (21) 

%'CZ\ (22) 

cgqg = wg 
(23) 

TmrCrTxr-uf2^m = 0 (24) 

where subscripts u, r, s, g, m repre- 
sent unconstrained nodes, nodes con- 
strained to the rigid bodies, nodes 
constrained to the plates, nodes con- 
strained to the ground, and nodes 
located at the center of mass, 
respectively. 

The symmetric M matrix is an un- 
coupled diagonal mass-inertia matrix, 
made up of the smaller 6x6 submatrices 
for each rigid body. The symmetric 
matrix D, consisting of dynamic stiff- 
ness coefficients, is obtained by 
differentiating the potential energy 
functions for prismatic members and is 
composed of Duu, Drr, Dgg, Dy-, DUg, 
and Drg in Eqs, (17) through (24) where 
Duu represents coefficients for uncon- 
strained nodes, Drr represents 
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owCficicnta for nodM coibr.eraiaad to 
law xig&d bodias, QM rsprasant* tiM 
gzonnd aoostr«iats(^nd D*ac, Dm, On« 
i^pqMwftt tiM ooapling matttiomrb^tmmn 
Um pmvioas Mftxias.   HW tnnsfer 
■atcix 7, is • aaa^fWMtzie aafcris 
«■poaad of —ll»r C X i ncn-synwtzle 
transenr aitzicws (ca* for ••* nod« 
ooaotzaifiod to a xif^d bodr).    Tlnailly. 
tbm cr wd Ca oPoatralBt actrioM «• 
BOn-syMMBtrie Mttriop* aads ep of 
•nalloE 6 x ratdiMftrioM aa da fined by 
Bq.  C14)> and pertaia to nodaa oon- 
strainad to tue rigid bodies and the 
gxonnd, mapaetively. 

BQuatiois (17) throogb (24} pio- 
viäm the fxeqimcy rsspcose for any 
oonstrained apatial vibratozy systea. 
Visooos daapiag effaeta My be ineiodsd 
thnragh daaping foroea and will oontxi- 
bote iawginazy alownta to the elasto- 
dynaaie egaatlons.    Applying steady 
state sinusoidal excitations of con- 
stant aaplitade and varying frequency, 
u£ yields the reduced frequency apec- 
truns HM of the generalized coordin- 
ates q(t).    the eatrix reduction pro- 
cess is given in references (5] and (€]. 
Essentially the process consists of 
finding the fltw)frequency response of 
the arbitrary shaped rigid body coor- 
dinates qgi and bade substituting for 
the response of the qu    and qr   coor- 
dinates . 

of tiie forcing fonctiCBS f (t) by t 
a noaarioal "fast fOvciar tmafOJ 
tedmiqae. Nultiplying the total 
triwl «atbility for a particular 

ling 

by the fores excitatioa 
the node 

S(«) - BM-fim} 

yields 

(25) 

ibe tlju response r(t)  for a particular 
degree of f nbedoa of a given node My 
be obtained by taking the reverse trans- 
fora of R(M) in Bq.  (25) such that 

rCt) H B(e)ei#tda (2C) 

Equation (28) therefore represents the 
transient response to any general for- 
cing function f(t) , including shock- 
iapact loadings. Huaerous siaple "fast 
Fourier transfora" algorithas exiat (12, 
13,141 which aay be used to obtain the 
F(u) and r(t) functiona. ^Deteraination 
of the velocity response r(t) requires 
only that the R(w) transfora be aodi- 
fied by the Fourier property for tine 
differentiation which yields 

r(t) iuMa)eiu'tdu (27) 

The velocity response provides a useful 
quantity for exaadning sound-structure 
interactions. 

STEADY STATE, TRANSIENT AND RANDOM 
RESPONSE 

Because of the transcendental 
nature of the elastodynamic equations, 
it becomes advantageous to operate in 
the frequency domain and use the Fourier 
integral approach rather than use the 
classical, and often popular, modal 
method to solve for general forced and 
random response. The frequency spec- 
trum H((D) of q(t) , obtained from the 
elastodynamic equation, acts as a 
transmissibility function ard by the 
nature of its derivation, is gener- 
alized to any forcing function which 
may be obtained by the superposition of 
a number of harmonic forcing functions. 

The transmissibility functions 
represent the coupled steady state solu- 
tion for the complex structural con- 
figuration and are applicable to both 
the deterministic and nondeterministic 
areas. They include coupled elastic 
wave effects as well as the inertial 
effects of arbitrary shaped rigid 
bodies. 

For the case of shocK-impact 
loadings, the excitation spectrum F(ai) 
is obtained from the forward transform 

In describing the response charac- 
teristics of linear systems excited by 
random dynamic loadings, such as those 
encountered in random pressure fields? 
it is assumed that a given random exci- 
tation will have stationary and ergodic 
properties, and that a Gaussian random 
process will yield a Gaussian response. 
The response of such systems are most 
conveniently described by use of the 
power spectral density function. The 
power spectral density P(u) of the elas- 
todynamic configuration, at any fre- 
quency, is equal to the excitation 
spectral density Se(u)) times the square 
of the absolute value of the transmis- 
sibility function Him) , at that fre- 
quency, and is given by 

P(w) |K(u); 'Se(u)) (28) 

Integrating over the  frequency range of 
interest yields  the mean square dis- 
placement response of the structure as 

P(ai)   du (29) 

where ui, and a^ represent the band- 
width limits of the system. In a man- 
ner similar to that used in the impact 
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Cit»   _ 
lo- 

LCMOS AMD 
OOBRBSPOHDZK STiBSSES     ^  _ 

Pro» tite oooplad fnqatnef »- 
spowM B(H) and traiunissibility fmo- 
tiom a(w)r it is possibU to oaleolats 
•pcetzoM -oZ iatsntai loads V(M) , and 
oorrssponding stssssas, within the 
structural elsMots of the ooaplex 
vibratory oonfiguration by Hiltiplying 
the static stiffiiess coefficient aatrix 
Sj,^ of an individual eleaent by its 
respective nodal zespoose spectmw. 

As an exaeple oonsidsr the case of 
a prisaatie anber eleaent with six de- 
grees of fteedoa at each end (three 
translation and three rotation) whereby 
the resulting static stiffness coeffi- 
cient aatrix is a twelve by twelve 
array of constant coefficients. The 
relationship for the internal load 
spectrtn is therefore given by 

(V^»)) IS,.! IR^M) (30) 

Since the Rj(u) is known from the solu- 
tion of the elastodynaaic equation, one 
«ay obtain V^(ti) from Eq. (30). Simi- 
larly, by applying finite element tech- 
niques [15,16], one can obtain static 
stiffness coefficient matrices for 
plate elements and hence derive corre- 
sponding load-response spectral rela- 
tionships for plate elements. 

Transforming the load speccrums 
from inertial to local coordinates in 
the direction of the principal axes of 
the element, separates t-he loads into 
components which are parallel to the 
principal planes. In the case of a 
prismatic member element the trans- 
formed load spectrums represent the 
frequency dependent bending moments, 
shear forces, axial force and torque 
arising from the normal and shear 
stresses acting on plane cross-sections 
at the ends of the element. A treat- 
ment of the problem can therefore be 
given in terms of the stress resultants 
acting on each cross-section of the ele- 
ment rather than on unit stresses. A 
final transformation of the loads from 
the frequency domain to the time domain, 
via the numerical "fast Fcarier trans- 
form" algorithm, provides the basis for 
recombining the bending moments, shear- 
forces, axial force and torque to 
obtain the time dependent normal stres- 
ses and shear stresses acting on the 
cross-sections of the elements. 

lOr the case of stea^T state exci- 
tations the wtmUttm stresses obtained 
froa the aoraal and shear stressen« aajr 
be oonpazed to known experiasntal W 
(stzess vs. tambmx of eyelee) curves to 
predict possible fatigue failure or 
danage. In general, however, the exei- 
tatidns which axr of priaazy interest ' 
axe those which are associated with the 

higb-fzeqnenoy, 

These eases nozaally include pro- 
blem associated with sooieally induced 
fatigue, noise transaLssion and the 
prediction of aaxixaai likelihood, or 
probability, of first-excursion fail- 
ures. An upper bound solntiob for the 
probability of a first-excursion fail- 
ure can be obtained, by use o! the 
generalised Chebyshev inequality, if 
the asan square values of tits tias : 
dependent stresses or loads are known 
(171. Enployiag a procedure siailar to 
that used in detezaining the internal 
eleaent loads for the steady-state case, 
and recalling the assuxption that ran- 
doa excitations have stationary and 
ergodic properties, results in a set of 
spectral load, or stress, distribution 
functions which aay be integrated over 
frequency range of interest to obtain 
the Sesired values of mean square loads 
or stresses. These values aay then be 
compared to known failure criteria. 

Another technique which was 
developed during recent years, and 
which provides a simple means for 
understanding and estimating signifi- 
cant properties of multimodal vibratory 
systems of the above nature, is the 
statistical energy analysis method (18, 
19]. BaEically, the method uses modal 
response t-nd total average response 
properties to show that under certain 
conditions the steady-state mode to 
mode power flow is proportional to the 
difference between the time-average 
kinetic energies of the two modes. A 
primary reason for developing the sta- 
tistical energy analysis method was 
that the use of classical methods, such 
as the modal method, for determining 
response of structures to broadband 
(high-frequency) excitation normally 
requires large amounts of computation 
due to the large number of modes that 
affect the total response in the band 
of interest. In addition, accurate 
determination of the shapes of the 
higher modes also presents -lifficulties 
along with other assorted problems, 
such as the inclusion of coupled wave 
and arbitrary shaped rigid body 
effects. Many of these problems have 
been minimized, or eliminated, by use 
of the e 1 as tody n antic statistical loads 
analysis technique. 

106 



OONC&DSION 

To •umnritm,  the hybrid slasto- 
dgnrnd-e fonulafcion pxovidcs « ooui«- 
t«it and •ffsetiVB tacfaniqtw for 
dBtttaUAing raaefeivs loads and eleaant 
stxasMHi, aa «ell ap tile steady state, 
transient, «id probabilistic xesronse = 
ebaraeteristies, of ooaplex structoral 
oonfigurations with general oon- 
«traints. SyMaotry and the partitioned 

fom of the elastodynaaie aatrloea alni- 
■ises the storage and ill oooditioiiing 
problem of large order, sparse ■atrloss 
noxaally associated eith so«* systees. 
PurthenMnre, the response to a general 
class of excitations has been greatly 
s'nplified by operating in the freqiwncy 
doaain and enploying noasrical fast 
POurier transfom techniques. 
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STRUCTURAL ANALYSIS 

IASBM> OVERVXBf: JXIfla/SWOR, 
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Deeoe J. Veldm, Aerospace Engineer 

WSA Lsi^legr Reteerefa Center 
Hampton, Virginia 

(U) The historical deveXopawnt of the HASKRAI sjrstea *nr structural 
aaaljrBls Is briefly reviewed and JUSSB/M'» present capabilities for 
dynasic analysl« are presented. Specific applications of HASERM to - 
vibrations and dynasde resptmse phenamenK are illustrated, usii^ 
Qrplcal e&gineering problems which were among those presented at the 
first HASüEAH Users' CQUoquiuni, langlegr Research Center, Septeaber 
15-15, 1971« Finally, plane for the centralized aalntenance and 
future developoent of ftASTRAH are sumarlsed. Baphasls is placed on 
NASA's Intention to nalntain HASXRAN as a valuable national capability. 

MTRODÜCTIOS 

HASTRAH (HASA STRUCTURAL «1MLYSIS) «as 
developed by HASA to provide the c ".>, billty for 
integrated analyses of ccnplex aerospace struc- 
tures. Utatll the HASTRAN concept energed there 
vas a proliferation of limited- »urpose, often 
proprietary, structural analysi programs. 
Usually these programs were not user oriented, 
were operational on only one type of couputer, 
or were otherwise accessible to HASA only at 
high cost or unusual Inconvenience or both. 
HASTRAN was designed to provide NASA with a 
complete, essentially machine-Independent 
facility for detailed structural analysis 
encompassing statics, buckling, vibration, 
transient dynamics, and ranOom response. 

The purpose of this paper is to briefly 
review the development of HASTRAN, to highlight 
applications of NASTRAK in the area of vibra- 
tion and dynamics, to discuss requirement«1 and 
plans for maintenance and future development, 
and to summarize user acceptance of the NASTRAU 
system. 

NASTRAN DEVELOPMENT 

NASTRAN was first conceived In 1965 when 
a committee of NASA specialists surveyed the 
existing structural computer programs in the 
aerospace industry. Mo reasonable overlay of 
existing programs met all of the NASA require- 

Most of the material presented in this section 
was borrowed from references 1 and 2 which 
should be consulted by the reader who desires 
more detail than given here. 

ments so the connittee reeasmended the develop- 
ment of a new state-of-the-art, applications 
program for Integrated structural analysis of 
complex aerospace structures. After some pre- 
liminary analysis and technical evaluation, 
development of NASTRAB was bügun in July 1966 
by an Industry team consisting of Computer 
Sciences Corp., the Baltimore Division of 
Martin-Marietta, The MacHeal-Schwendler Corp. 
and, later, Bell Aerosystems Company, all under 
the direction of the Goddard Space Flight 
Center. 

A preliminary version of the statics por- 
tion of the program was delivered to NASA 
Centers in 1968 and delivery and installation 
of the complete system began in 1969. Release 
to industry came in Sovember 1970. 

Design Objectives 

Since NASTRAN was intended for general use 
it had to satisfy a wide spectrum of require- 
ments. In order to compete with other programs, 
it had to be efficient, versatile, and convenient 
to use.' It had to be standardized to permit 
Interchunge of input and output among different 
users and structured to permit future modifica- 
tion and extension to new problem areas and to 
new computer configurations without major 
redevelopment. Specifically, NASTRAN wat 
desired to be machine-independent for the 
user. ProbJem size was to be independent of 
machine size and a wide range or user- 
oriented features were required including 
plotting capability and well-organized 
documentation. 
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Most of the design oügeefelvec ham he« 
Mhierad« the pngam is ichlnw indepentent 
eras ttw naer's ctandpoiiitf hOHwrer« there u« 
■OM qrstflB-dependent eomtcer dMzaefceriaties. 
Bw wMlnder of this section describes the 
design features of greatest interest to the 
Tibrmtioos and dynanles snalrst. 

Sljrsten Capability 

Ihe raiwe of oepUeation of "the IA90MI 
■grstCM extends to ajaost evexjr hind of struc- 
ture and to alaost every nethod of ftbricntlan. 
Structural deaents are provided for t&s specific 
representation of the aore ooonon types of con- 
strnctioOf iMaudjag rodst beans/ steer pandLs^ 
plates, and shells of revolution. More general 
types of construction are treated by eoMnations 
of these deaents and by the use of so-called 
genewil elenents« Control systens, aerodynanic 
transfer functions, and other noastructural 
features can be Incorporated into the structural 
problen. 

The range of analysis types in the progran 
Includes: static response to corcmttrated and 
distributed loads, to thenaal expai ilon and to 
enforced defonatlcn; dynonlc response to tran- 
sient loads, to steady-state sirusoldal loads, 
and to randon excitation; deteralikitlon of real 
and conplex eigenvalues for use is vibration 
analysis, dynamic stability analysis, and elastic 
stability analysis. The system includes a 
limited capability for the solution of nonlinear 
Problems, Including piecewlse linear analysis of 
nonlinear static response and transient analysis 
of nonlinear dynamic response. 

Btgid Fbraats; Twelve prepackaged programs 
called rigid formats are presently available in 
HASTRAN and provide the desired capacity for 
Integrated analysis} that Is, the capability to 
compute the response of the same finite element 
model to every type of static and dynamic load- 
ing conditions. The rigid formats Include the 
following capability; 

A. Static Analysis 
1. Basic static analysis 
2. Static analysis with Inertia relief 
5. Static analysis with differential 

stiffness 
h,    Piecewlse linear analysis 

Ptrect Matrix iaasi: 

B. Elastic Stability Analysis 
5. Buckling 

C.   Itynamlc Analysis 
6. Normal modes analysis 
7. Direct complex eigenvalue analysis 
8. Direct frequency and random 

response analysis 
9« Direct transient response analysis 

10. Modal complex eigenvalue analysis 
11-. Modal frequency and random response 

analysis 
12, Modal transient response analysis 

If an enilyat «iaiiea to eoafttet an «mOyais not 
prorUed tar la the rigid tonnte, he can 

hi« om proUea step* by «sing a len- 
e, called IMKP, oaDtaloed vithin USIBW. 

Certain M8I8MI control ftntorec, aaady the 
executive oontrol, the input file proceeeor, 
and the «mtput file proceeeor are node to operate 
awbMMtleaUy with the anOyst'e OHF pregna, 
ao that the user oend not concern faiaodf with 
core aeetgfipwte and secondary storage assign- 
aents. Ihe user need only specify the sequence 
of aatrix operations art the Module selections 
needed to salve the asthenatical fataulation 
of his particular «aee. He azxaages for the 
foras of hia irput «aid output and aakes prarl- 
sion for problea recovery and restart. In fhet, 
SNAP need not necessarily pertain to structures; 
it can treat proKLoas in any discipline so long 
as natriz fonoilation is eaployed. The other 
principle option in using OMP is the instance 
of a user being essentially satisfied with a 
rigid format but «anting to modify or augaent 
its operation. It is possible to make a HUP 
alteration to a given rigid foraat. 

finite Etemente; Die structure to be 
analysed is represented using elastic finite 
elements available in RASIRAH. At the present 
tine the following elements are available: 

One-dlnenslonaJ 
rod, tube, bar 

TVo-dimenaional 
shear panel, twist panel, membrane, 

nonhcnogeneoiis plate, homogeneous plate, 
sandwich plate 

Three-dimensional 
conical shell, toroidal shell, solid of 
revolution 

General 
general element, direct matrix input 

Scalar 
spring, mass, damper, nonlinear 

The material properties associated with 
the above-listed elements are given in Table 1. 

Eigenvalue and Dynamics Problems; Since 
NASTRAN Is designed primarily for solving 
large-order matrices, several different situa- 
tions In eigenvalue analysis arise in which the 
analyst wishes to obtain one or more of the 
following; 

(.1) A few roots of a large-order matrix 
(2) All the roots of a large-order matrix 
(3) A few roots of a complex matrix 

Procedures are included in NASTRAN for the 
preceding information to be obtained In solving 
buckling and vibration problems. 

Various techniques are used to obtain 
eigenvalues. Hoot tracking techniques are used 
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to obtain a few mota of lange aatricea - both 
teal and eatflex. Tm toot tzaddag •eheaes 
are amlljUe. One la the wcOl-eatahllalMd 
detenlnyit ■ethodj the other 1c a Method 
tarmaOf oaad for reflneaent but now ocvuited 
aa a acfLf-OOBtalned technique Celled the Inrerae 
power aethod «1th shift«. One advantage of this 
■etfaod lethat a root can be obtained with high 
accuracy regardless of Its order of appearance 
la firequencjr. It Is «ell suited for the deter- 
■Inatlon of blfUrcatloc; budcUns loads and 
■odes. 

To obtain a large nusber ot roots, a rota- 
tl(»ial aetbod called the Cl.- ts/Q-R aethod Is 
available «herein all roots are ob ined slmul- 
taneoualy. The Glvens Hetiiod is used to trl- 
dlagonallM real Matrices only, aad the Q-H 
■etbod Is used to extract the ei-emrectors. 

The aethods of eigenvalue solution and 
type of output are listed in table 2. 

There are several options available to the 
analyst «hen solving dynamics problems. Because 
dynamics problems usually require longer running 
tines on the computer than statics problems the 
analyst «111 quite often «ant to reduce the 
number of degrees of freedom of his problem from 
that which was formulated for a statics solution. 

The Ougraa nduetton method is one «ay «f accom» 
pUahlog tl)ls( or the analyst may choose to 
Tfimndri his structure using fewer degrees of 
freedom. Solution of the dynsnlc differential 
equations can proceod by the Lagnu^ian Modal 
approach if a sufficient number of modes «ere 
previously obtained txom eigenvalue analysis, 
or direct integration can be carried out using 
finite differences in time. 

There are essentially four different types of 
dynamics problems that can be solved - transient 
response, frequency response, random response, 
and elastic structure-control system stability, 
table 5 outlines KASTRAH structural dynamics 
problem analysis, it «elves the NASTRAK options 
for solutions of dynamics problems, lists the 
basic types of dynamics problems and shows 
typical applications in each problem area 
together with list of inputs and the outputs 
available froo the NASTOAH program. 

Plotting; The HASTHAJI program makes use of 
a broad variety of plotting capability on various 
types of plotters. The equipment for which 
HASTRAM was designed to interface are those 
routinely employed by the NASA Centers. Three 
types of plotters are included: table, micro- 
film, and incremental plotters. There is also 
a software package Included in NASTHAS called 

TABLE 2.- Eigenvalue Analysis 

Root Tracking 

Detenainant method 
Inverse power with shifts method 

Rotational 

Givens/Q-R method 

Output Obtainable from Eigenvalue Analysis 

Modal frequencies 
Generalized mass 
Mode shape normalization 

Generalized mass 
Maximum deflection 
Arbitrary component 

Modal plots 
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" mUNEC UMkD SHRBQBMI, UMB ABio-sracTHai OF CaBBOL SZ8EB( 
(Md point force aapU- Jtaplitude CHID TOatJJOU) Sensors 

tude Phase Ffceqpency TOnge Signal eon« 
arid point force phase Frequency rases """             "       .-            .;   ^           - - ■ ditioners 
Tin delay •BMBSPER memm SRUBXDBUi 
at^Ü eonditians fRMBFES IWC- 
Integration tlae step   •mm 

l^rplcal Jnaie&tlon name LOAD 

l^pe of Input Grid point 
force aq^li- 
tude 
Grid point 

- 

force phase 
Time delay 
Initial con- 

ditions 
Integration 

tine steps 
Bonlinear 

scalar 

Grid point displace- Displacement,, Frequency range Grid point dis- 
ment, velocities, velocity. Auto-spectrua placements. 
accelerations acceleration. Auto correla- velocities, 

Output Available Grid point applied loads force, Etress tion accelerations 
Element forces, stresses Transfer function Curve plot Grid point 
Deformation plot General frequency applied loads 
Curve plot response 

Curve plot 
Element forces, 
stresses 

Deformation 
plot 

Curve plot 

the General-Purpose Plotter, which has reduced 
the commands to generic types. It needs only 
a small additional plotter-dependent translator 
of these generic commands to make It applicable 
to a plotter of any manufacture. 

Two broad types of plots can be obtained - 
struoture and curve plots. 

Structure plotting: The pictorial repre- 
sentation of the structural analytical model 
can Involve as large or as small a portion of 
the specimen as the analyst decides. He may 
call for any of orthographic, perspective, or 
stereoscopic projections. The orientation 
from which the essentials can best be viewed 
are selected and then automatically calculated. 
With deformed structures the scaling of the 
grid point displacements, which are ordinarily 

In mils. Is adjusted to give a size that will 
make the behavior quite evident. 

Curve plotting: Instead of looking at 
total deformation of the structure, It may be 
more meaningful to explore time histories or 
frequency histories of element behavior and/or 
grid point behavior, such as stress, velocity, 
or autocorrelation. Coordinate lines can be 
arranged in almost any manner with regard to 
position, graduations, and labels. 

More than one curve can be drawn on a 
given plot, and more than one plot can appear 
on a page. 

Documentation: During the development of 
NASTRAN a deliberate attempt was made to assure 
that the program Is well documented. Ae a 
result the documentation that Is provided should 
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It 1« the purpoae of tills portloo of the 
paper to Introduce the potential user, partdeu- 
larljr the dyupldst, to the capabilities of 
the lASDUUI qratea for dynaale aneJysis. Bie 
«mpeaUvm of papers tram the first IA9IRAK 
Users' Colloquli» (ref. 7) Includes a typical 
subset of recent applications to dynaatcs prob- 
lens. To this end the six typical appllcatlocs 
idilch folio» hare been selected. All but the 
ware propagation problen are discussed In COB- 
plete papers Included In reference 7. The 
KASTRAH results for the vave propagation problem 
«ere eonputed by the authors to suppleinent data 
presented In reference 8. Tor c^ertcnlence of 
the reader who nay wish to refer to the original 
papers, physical units have been left ac pre- 
sented In references 7 and 8. 

nuiapulit 

Negrtve 
Lens 

Reference Beam 

Figure 1.- Schematic of apparatus for transverse 
wave experiaent 

Wave Propagation 

A schematic representation of the test 
apparatus is shown in figure 1. A clamped- 
clamped beam was loaded by the impulsive impact 
of l/l* in. steel ball at its center. The actual 
displaceicents were measured by holographic means 
as described In Appendix 0 of reference 8. 
From a set of impact holograms, an experimental 
history of displacement was developed. 

Essentially a "traveling wave" type of 
displacement pattern is evident, with an ampli- 
tude variation due to the tlire dependence of the 
actual loading. In figure 2, the transverse 
deflection shapes of the beam at t = 51 usec are 
Ehown. The time variation of the loading was 
assumed to be sinusoidal with a half-period of 
JO usec and an impulse of 2.92 x 10*1* lb-sec. The 
displacement results were computed using both 
NASTRAN and a Drexel University developed com- 
puter code based on the method of characteris- 
tics called MCDIT 21. The NASTRAN results are 
nearly coincident with those produced by the 
method-of-characteristics approach with only 
slight differences near the wave front. Near the 
wave front the differences may be attributed to the 
fact thatMDCIT 21 employs Timoshenko beam theory, 
whereas the NASTRAN modal included transverse shear 
effects but neglected rotatory inertia. NASTRAIJ 
was found to be competitive with the special 

lOrxlO^ 

Experimntil Results 

Analysis 

 MC0ITZ1 

 NASTRAN 

0 2 4 6 « 10 1? 
Distance From Beim Center, inches 

Figure 2.- I-am response at t » 5.1 x 10*5 sec 
due to impact of l/k-ln,  steel ball. 
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purpose peognm tor this aggUeatloB and. In 
addlUoQ, the YerwUle KLottlag eapd)Ult9r of 
■tSOMI aUowed mpid itttcspretation of Vtm 
xendts. 

Space Shuttle Boocter Anlyala 

She space dnxttle «trueture has beui 
anaJjraea with WOOa tiinngh a series of 
chUBges In design and cooflgnratlOD. As the 
structure beeaae better defined, «ore refined 
analytical aodels «ere developed and analysed,, 
tins allowing analytical results to keep pace 
with design alterations. 

A typical space-shuttle, hooster-Tehld« 
desl^i Is diom In figure 3. Ihle eonfignratlcn 
has a large -vertical tall and a '.relatively aaall 
tiered wing near the rear quarter-point of the 
fuselage. This struetnni design was Idealized 
orlglnaUy with beaa eleaeats, and eventually as 
a bean fuselage with plate-type aerodynaadc 
surfaces, as shown in figare i ytddh mxtwa a 
wlag-torslonal node shape, as veil as showing a 
■otion slnilar to the first bending »ode of the 
horizontal tail. Note the rlgjA elenent defini- 
tion at the orbiter and the flexible bean defini- 
tion of the booster fuselage. Pros these results, 
an adverse coupling effect was found to exist. 
To evaluate the effectiveness of the fuselage 
structural redesign initiated to reduce this 
coupling, a detailed structural model of the 
booster fuselage was developed for the next con- 
figuration, a delta wing version as shown in 

figuz« 91 It has a wall canard fonmrA on the 
«ttaatUws MinUM a UWB« dOlta wing haloir the 
fuselage at ti» rear, gotiea that no bnrlaoBtal 
tall is needed la this dulcn. MOle aoalyxlng 
the static nuvonse of this atwcture, the design 
paiMwtsts heoan aaffleiently defined to allow 
a detailed dynasde node! as shown In figure 6, 
with a greatly increased booster grid definition. 
Ihe orbiter la still defined as a alnple bean 
stnctnre and «HI be ineorpomted «1th this 
booster Mdel for final analysis of the ocqtled 
cooflgnration. Using this nodel, the dfamle 
response notions at eadi of the points on this 
nodel can be obtained stellar to that shown in 
figure 9 for the slapler nodel. Additional 
infosnatlon on these structures can be found la 
reference 7a. 

Acoustic Analysis of the Pressures in a 
Rocket Motor Cavity 

This application Illustrates the use of 
WUSBSAH for a nonstractuxal (acoustic) problen 
with a nlnim of additional analysis (sue 
ref. 7b for the theoretical derivation). 

In solid fuel rockets an interior cavity 1« 
usualljrprovided to allow the necessaxy optiamm 
surface area of ccabostible naterial. In fact, 
a rather elaborate art of cavity and slot shap- 
ing has developed. Of important concern is the 
possibility of having pressure "instabilities" 
or pulses that will seriously affect the engine's 
operation. A typical example of a relatively 
simple slotting arrangement for the Ninuteaaan II 

Reproduced from  ^n 
best available copy. ^ jp 

Figure 3.- Straight wing configuration. 
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Figure k.. Wlng-toreion vibration mode shape for configuration of figure 5. 
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Figure 5.- Delta wing eonfiguratic 
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Figure 6.- Detailed dynamic model for delta wing version of figure 5. 

missile is shown in figure ?. This figure shows 
a finite element model of the interior of the 
propellant cavity, which has a central cylin- 
drical cavity. Four slots of constant width 
(shown shaded in the figure with oonicalOy 
flared cavities near the aft end)are spaced at 
90° intervals around the central cavity. 
Another exfimple of a more Involved slotting 
geometiy is show, in figure 8 for a Poseidon 
rocket motor wit.i 12 slots spaced around 
a central cavity. The important fact to 
note is the large number of slots in this 
cavity, as well as the usual nonaxlsymmetric 
character of these cavities. After a review of 
the basic equations for internal fluid flow, 
it was observed that they are similar to the 
equations for structural analysis, with the 
displacement and internal forces considered to 
be pressures and fluid accelerations,respec- 
tively. Thus, when the mode shapes and fre- 
quencies of these cavities are calculated, the 
mode shape becomes the pressure distribution 
in the cavity at that n sonant frequency. The 
natural frequencies of the Poseidon rocket 
cavity as well as the pressure distributions or 

"mode shapes" In the cavities at these fre- 
quencies are shown in table k.   The first six 
modes for each of the lowest two harmonics of 
the pressure distribution in the cavity have 
been calculated and compired with the experi- 
mental modes. Vibration modes are determined 
for two distinct times; one is the original 
rocket cavity before bum, and the- other 
corresponds to 3 inches of propellant 
burned off of every exposed surface. The agree- 
ment in frequency between the NASTRAM results 
and the experimental values is very good, and 
NASTRAN further provides an Insight into the 
character of the pressure distribution or mode 
shape associated with each natural frequency 
that was not observed experimentally. 

Dynamic Analysis of an Electronic Assembly 

The SKYLAB workshop structure includes an 
Experimental Support system (ESS) which contains 
several articles of electronic gear (see fig. 9 
included from ref. fc).   This equipment must with- 
stand a multitude of applied loads and accelera- 
tions. Therefore, the dynamic behavior of these 
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Figure ?,- KASTRAN model of propeUant cavity of slotted segment of Minuteman II, 
Stage III, solid rocket motor. 

electronic assemblies should be analyzed. A 
typical finite element model of one of the com- 
ponent parts is shown In figure 10. This 
structure is the primary power supply unit which 
is legated in the lower left-hand comer of 
figure 9. In figure 10, the model consists of 
156 plate elements that are numbered on this 
plot by the NASTRAK system. The dynamic 
response of the power supply was determined 
using a reduced number (39) of degrees of 
translatlonal freedom as indicated by the 
13 triangular symbols. Structure plots such 
as shown in figure 10 are very useful in 
verification of input data accuracy. 

Using the structural model of the primary 
power supply as a typical example, the natural 
mode shapes for three typical modes are shown 
in figure 11. The mode shapes plotted by 
NA3TRAN show the deformed mode shape super- 
imposed on the undeformed shape for comparison. 
These plots can be used to c1- :k for mode 
shapes with large distortion for this assei.n., . 
The mode shapes were used to determine (by a 
modal method) a typical acceleration Power 

Table h,-  Natural Frequencies of the PropeUant 
Cavity for the Second Stage Poseidon Motor Cavity 

Frequency (Hertz) 

0 Earn 3 in. Burn 

Harmonic 
(n) 

Mode 
:  

NA3TRAN 
Experi- 
mental 

HASTRAN 
Experi- 
mental 

0 
1  

1 3ÜÜ.1 398 324.0 322 
2 645.0 61(5 678.3 689 
5 962.0 962 1039.2 1051 
J4 1422.0 ll*22 1430.8 1425 
5 1769.0 1728 1830.9 1831 
6 2010.8 2130 1994.'» 

1 1 035.1 737.8 
2 1313.4 1216 835.9 868 
3 1659.1 1620 1344.0 1349 
it 18?2.8 1790 1558.2 1552 
5 2105.7 1812.5 
6 2236.8 2130.I 2091» 
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Figure 8. NASTRAM model of propellant cavity of slotted eegment ef second stage 
Poseidon solid rocket motor. 

Spectral Density (PSD) for a specific loading as 
shown in figure 12. From data of this type 
the response characteristics of all electronic 
packages can be dPtermined and reviewed for 
possible undesirable dynamic response behavior. 

Random Loading of Shells 

The NASTRAN model of the structure analyzed 
in this example is shown in figure 13; this 
typical aerospace vehicle-type structure consists 
of a ring- and stringer-i 'Iffened cylindrical 
shell with simply supported boundaries. Six 
degrees of freedom are associated with each 
interior grid point and three degrees of freedom 
with grid points which lie on the boundary, 
resulting in a total of 360 degrees of freedom. 

Due to tenfold symmetry of the structure 
and its deflections under loading, only the 
location of grid points 2, 3, and k  (see 
fig. 15) are needed to completely define the 
deflected mode shape of the structure at any 
specific time. The distributed random loading 
applied in this example was a simulated complex 
turbulent boundary layfir pressure field and is 
fully discussed in reference 7<1. 

The natural mode shapes and frequencies for 
this structure were computed and are listed in 
table 5. Due to structural symmetry, only 7 dis- 
tinct modes are present in the 12 that were 
found in the prescribed frequency range (100 to 
300 Hz). Applying the desired random loadings, 
the power spectral density of the radial dis- 
placements were computed and are shown in fig- 
ure Ik,    The peaks in these PSD's are all 
directly traceable to natural frequencies of the 
structure. Sote the absence of the ra = 2 
modes (as shown in table 5) from the PSD of grid 
point k.    These modes have nodal lines that pass 
directly through this point exactly at the 
center of the shell and do not affect its 
response. The results of this analysis indicate 
the general applicability to dynajoic response 
problems involving random loads. 

Coupled Fluid-Structure Pynamical Modeling 

An Ingenious application to aircraft hyu, ulie 
systom model inghas been demonstrated by Langley 
Research center pcrnonnel. A NASTRANmodel of a por- 
tion of the F-1.1+hydraulic system (see riß. 1'}) 
was analy:-' 1.  The elartic properties of the 
piping wall were of major interest and could 
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Fijure 9. ESS side rails, enclosure, and eleotronlc assemblies. 

DYHAMIC COORDINATES - 3 Translational Degrees of Freedom 

Figure 10.- Power suoply finite element model with dynamic coordinates. 
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(a) Mode shape for fj - 5*2 Ka. (b) Mode shave for f, » 1295 ttt. 

(c) Mode shape for f, = l600 Hz. 

Figure 11.- Power supply mode shapes. 

»    J «^  •  « » « «IM >   •  I • r • »ifi 

•  t • 1 • •».1 

nftUCNCT. f (KITZ) 
Figure 12.- ES3 enclosure, PS No. 1 acceleration PSD response fo>r HI random 

vibration criteria (flight axis). 
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«■an tont 2 

vom 3 

POINT 4 

Figure 13." Shell model for random loading analysis. 

Table 5.- Modal Frequencies of Stiffened Simply 
Supported Cylindrical shell. 

n m Frequencies 

k 1 15^, 15^ .^ Hz 

} 1 149.8, 149.8 Hz 

') 1 170.2 Hz   - 
o 1 187.5, 187.5 Hz 
4 2 253.4, 258.4 Hz 

6 1 - 

5 2 259.2 Hz   - 

3 2 - 

6 2 - 

1 1 280.4, 280.4 Hz 

n number of circumferential waves 
ro number of axial half waves 

not be neglected. The section of pipe shown at 
the top of figure 15 is ldeallzed,as shown at 
the bottom of the figure, with the pipe Itself 
defined as bar elements with bending stiffness 
and the fluid defined as a bar element with 
3ero bending stiffness but possessing both a 
bulk modulus and a fluid density. Grid points 
1-5 are references for the pipe elements and 
grid points 6-10 are references for the fluid 
elements. Constraint equations are written 
between corresponding grid points to keep the 
fluid constrained within the pipe, but allowing 
relative axial motion between the two. With 
this approach hydraulic systems can be analyzed 
as ilmple strictures for a wide variety of 
dnalysesj that is, static load cases, normal 
mode cases, frequency response cases, etc. 
As an example of this general applicability, 
the standpipe structure shown in figure 16 
was analyzed under a slnusoidalV varying 
pressure pulse with a frequency of 485 Hz 
tpplled to the left-most end of the struc- 
ture. Wie vertical standpipe shown has a 
natural frequency near 485 Hz, and the lateral 
displacement of the pipeline (as shown in 
fig. 16) is seen to be much larger for the 
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Figure 15.- SASTHAN model of fluid in a straight pipe 
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Figure l6.- Lateral response of standplpe structure. 

horizontal meuibers than for the standplpe. This 
fact indicates a significant coupling of pipe- 
line wall deformation and the fluid notion. 
This coupling between pipeline wall defonaatlon 
and the fluid notion Is of great concern in 
such problems. 

Table 6 shows the pressure ratios deter- 
mined by both NASTRAN and an exact analysis for 
a variety of forcing frequencies. The grid 
points 1-4 referred to ly pressures PT - Pij are 
the numbers shown on figure 16. The results are 
In excellent agreement for all forcing frequen- 
cies. More involved examples of this type of 
analysis are presented in reference 7e. 

Summaiy 

The usefulness of NASTRAN as a comprehen- 
sive system for dynamic analysis has been 
lllustrateil ty the six examples discussed above. 
Additional applications of NASTRAN for dynamic 
analysis may be found in reference 7. 

NASTRAN MAINTENANCE AMD FtllUBE DEVELOMENT 

The requirement for centralized management 
of NASISAN is dictated by its range of complex 
system software features and extensive capabil- 
ities. Maintaining NASTRAN together with its 
comprehensive user-oriented documentation as 

Table 6.- Comparison of Pressure Batica Pre- 
dicted by NASTRAJI to Those Predicted by 
" '.  Theory for a Standplpe. 

f,Hz P2/P1 P3/P1 Pit/Pi 

NASTRAN Exact NASTRAM Exact NASTRAN Exact 

375 -O.26 -0.26 -O.JO -0.58 -C.76 -O.76 

1*00 -.21 -.21 -.32 -.32 -.77 -.76 

450 -.1 -.1 -.1.8 -.18 -.9 -.89 

455 0 0 0 0 -I.16 -1.16 

500 .07 .07 .\h .14 -1.39 -1.38 

550 1.28 1.27 3.35 5.39 -6.03 -6.01* 

a state-of-the-art system for structural analysic 
Is a formidable task. Error correction, addition 
of new capability, enhancements for efficiency, 
and the documentation changes that are required 
as a result of these activities would impose an 
unbearable burden on NASTRAM's family of users 
and, eventually, would result in the disappearance 
of a truly standard NASTRAN system.  NASTRAN 
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eamUta at orar 131»0Q0 ftartnui stateaent« 
«ULdi tnuwlat« li»io oww 1,000,000 muMat 
lanpuge «tatawwte^ it i« aurcBtly 
<9«MU«aMl on the 791 360, CDC 6000 series, 
and the WPfMS HOB aadtlne« Perhaps the aost 
unlqiie feature of IA39UB Is its executive 
qrstsa for data scbedUUag and orerall qrstens 
control. Briefly» XASXRMI is as large and 
eajjiw • in a ocaputer softmre sense - as the 
operating systeas Air the three ■achlnes with 
«Udt It Interfaces. It it In fact, a facility 
«1th cowlete docuaentatlon idilcfa presently is 
la operation throughout the United States at 
over 70 different ■aefaine Installations, vlth 
an estinated fudly of users numbering over 
1,000 persons, the i oswumil aspects of KASIRM 
are obviously fisr-reachlng. 

the aanagenent of NASTRAH is the responsibi- 
lity of the BASntAH Systems Managrawnt Office 
(REN)) located in the Structures Uvlsion at the 
Lai^tley Research Center. The functions of this 
office span the spectrum of HASTRAH activities 
from maintenance to research and development. 

Specifically, these Ainetlons include; 

Centralised Program Developoent 
(Advisory Conmittee) 

Coordinating User Experiences 
(KASTHAS Bevsletter) 

System Mnintenance 
(Error Correction and Essential 
Zmprovements) 

Development and Addition of New 
Capability 

NASTRAR-Focused Research and 
Development 

Significant Milestones 

October 1970 - Septeuter 1973. 

When HSMO was established at Langley in 
October 1970 there existed a dire need for 
maintenance of the NASTRAH system. With the 
cooperation of Goddard Space flight Center, an 
interim maintenance contract was negotiated 
with Computer Gciences Corporation through a 
contract in effect at GSFC, This contract pro- 
vided for the essential function of error 
correction until a contract for full-time main- 
tenance could be negotiated through an open 
competition. The Interim maintenance activity 
was restricted to the correction of over 75 
errors reported to NSMO, together with all 
associated documented changes. New thermal 
bending and hydro-elastic elements previously 
developed by the MacNeal-Schwendler Corporation 
under contract to GSFC were also Installed. 
Lsvels 13 and 1^ were created for Govemnent 
testing and evaluation. The next version of 
NASTRAN to be released to the public through 
Computer Software Management Information Center 
(COSMIC), Barrow Hall, University of Georgia, 
Athens 30601, will be built upon the results 
of this interim maintenance activity and will 
be designated Level 15- 

la Jttne 1971, • contract for fttU-tiw 
■aiatenanoe of HUIRAlMswwdedtotlieNMKeal- 
Sdmendler Cocporatlon. An oftalte office near 
the langley Resmreh Center has been opened by 
Mseleal-SchMindler, and work on many itena of 
■slnteaanee and developoent has co—eneed. 

In addition to the maintenance contract,- a 
contract for the development of new eleaents 
and a thermal analyser capability has been 
OHaxded to the Bell Aerospace Company. 

Additional milestone acccnpllsfanents Include 
the First HASA RASCiAH Users* Colloquium at the 
Langley Resea»d> Center, September 13-15, 1971, 
and publishing in August of the first Issue of 
the NASIRAN newsletter - a frequent publication 
of Interest to the family of HASIRAR user;. 

Kalntenaace 

Halntenance is defined herein to include 
error correction in both the HASHWH code and 
documentation, support of all utility routines 
such as the linkage editor and conversion 
routines, and enhancements to the HASTRAH 
executive and matrix routines which will result 
in Increased speed, efficiency, and convenience 
of operation. Maintenance is a systems activity 
rather than a new capability or element-oriented 
activity. 

Utility Routines; Routines for creating new 
levels' of NA&TRAK as well as routines for con- 
verting HASTRAH from the CDC 6000 series (parent 
machii<e) to versions that will run on the 
IBM 360 and URIVAC HOB must be constantly 
updated as new or aodified compilers and operat- 
ing systems become available for any of the three 
NASTRAH machines. Automatic update routines are 
required to implement a patch to a given level. 
For example, a patch is presently available from 
COSMIC to update Level 12.0 to 12.1. The update 
routines are required to enable NASIRAN-type pro- 
gramers to incorporate error corrections, supplied 
by the maintenance contractor, in a timely fashion. 

Krror Correction: Error correction is 
perhaps the single most Important maintenance 
activity. Errors in either the code or the 
manuals for the standard level of NASTRAN are 
reported to NSMO, together with card decks and 
annotated output for evaluation and priority 
assignment. The maintenance contractor then 
diagnoses, isolates, and corrects the error and 
further validates the fix with appropriate 
demonstration runs. When fully corrected and 
validated, the correction card deck, together 
with card decks for other corrected errors, is 
made available by NSMO as u patch to the current 
level of NASTRAN. By faithfully reporting 
known and suspected errors, each member of the 
NASTRAN family of users benelts both himself 
and potentially many others. A constantly 
updated computerized data bank of all known 
NASTRAN bugs will be established, for NSMO, 
by the ralntenance contractor. A sort may be 
performed at any time by rigid format, module, 
or some other significant system parameter to 
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detendae the status of a jrevloiisljr »ported 
bqt or to detentne the rwtare «f angr uneorrected 
emnp is a routine of interest, this coordi- 
nated, autusUy beneficial, centralised error 
eonreetiOB activity sbouU result in a rela- 
tively troUhle-free operetiao toe lASXRHI users. 

BahaBCMents for Effldenqr; Several systens 
■odlfleatloas to obtain greater operaticnl 
speed and effldenqr are presently 1» progress, 
these enhaneeaents Include: 

SubstrueturlnK capability to allow the 
solution of larger probleas than is . 
presently practical. 

Znproved nultlply/add (MPTAD) routines 
to reduce running tine. 

User-specified single precision for the 
CDC naehlne. 

MUCIJ faster general inpui/aotput (dRO) 
routines. 

More efficient natrix packing routlnv . 

It is anticipated that these and other qrsten 
iatproveaents vill decrease average ran tlaes for 
the next public release of NASntAH (Level 15) ly 
as nach as a factor of three in sane analyses. 

Duniaf Element t A user-oriented duny element 
capability is unter development by the mainte- 
nance contractor. This important convenience 
will allow the incorporation of the mass, 
damping, ami stiffness matrices for a new 
element for test, evaluation, and use In the 
KASTBAH environment. 

■onprlaMatlc Beaa Elexnat 
Triangular and Zrapesoidal Cross-Section 
Rings Hltb looaxlsyawtrie Defonatloa 

General ELeseDt Defined by StiffUess Natris 
MatUayered ftrftangnlar and Quadrilateral 
flate Elsamts 

Triangular and Quadrilateral Shell Eteaents 
Rigid Body Kleaent 
Triangular and Quadrilateral Plates with 
M^bnme/nenire Coupling 

Curved Beam Eleaent 
Higher Order Shell of Revolution Kleneat 

for Ronaslsya»etric Oefonation 
Slgber Order Triangular and Quadrilateral 
Plate Eleaents 

laoparsaetric Solid EUnents 

In addition, a couprehensive heat-transfer 
capability is also plaimed to include the effects 
of both steady-state and transient conduction, 
convection, and radiation. Autoaatle conversion 
of the temperature history to displacement and 
stress history will be provided. 

HO attevpt has been made to include with 
the new capability discussed above mnercus 
other activities at other NASA Centers or 
within industxy itself. Various nonstandard 
experimental or parochial versions of HASIRAH 
exist. When new capability tested in an 
experimental MASTRAM environment is found 
tu be a valuable addition to the standard 
level of NASTKUf, it will be incorporated by 
NSMO. 

HASTRAM Users' Newsletter: An Important 
aspect of NASTRAN maintenance Is timely conmunl- 
catlon with NASTRAH use» concerning Important 
developments and system Improvements. The 
NASTRAN Users' Newsletter Is designed to satisfy 
this requirement. Issued as often as necessary, 
it will contain a statement from NSMO, signifi- 
cant user notes, news of recently reported bugs, 
InforroaUon on the next level to be released, 
and unique applications of NASTRAN. 

Development of New Capability 

Significant new capability is under devel- 
opment for HA3TRAN In addition to the system- 
oriented activities of the maintenance con- 
tractor. The contract with Bell Aerospace 
previously mentioned provides for the develop- 
ment of several new elements and a comprehen- 
sive capability for üherml analysis. The 
evaluation and selection of new capability for 
NASTRAN requires the cooperation of NASA 
Centers, other Government agencies, and industry. 
For example, the system modifications, new 
elements, and thermal analyzer capability were 
selected from a prioritized compilation of 
items supplied by all of the NASA Centers. 
Preference has been given to the highest 
priority items, although some deviation is 
necessitated to achieve the greatest capability 
within a given cost constraint. The following 
list of new element capability is under develop- 
ment with public release planned for early 1973: 

Future Levels of NASTRAH 

New levels of NASTRAN will be released when 
the number of error correction patches, system 
Improvements, and new elements becomes excessive 
aiJ dictates the generation of a complete 
new level. Ease and simplicity of bookkeeping 
and local management are prime drives in this 
situation. Although no firm commitment is 
possible, it is anticipated that future releases 
of NASTRAN will occur and will include new 
capability somewhat as follows: 

1972  -  Level 15 

Error Corrections 
Substructurlng 
Enhancements for Efficiency: 

GINO 
MPYAD 
Single Optional Precision 

(Limited) 
Matrix "acklng 

Euramy ElPrr.ent 
Thermal Analyzer 

(Gteudy-State Conduction) 
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Errar Ouivcctioui 
OoagiLete Slntfl) Tredsloa 
■m XI.«MnU Dnrdpped tjr Bdl 
Oaaglate ftensl Analyser 

later levels «111 IndBde additions to the 
Ive deaent capabili^r and farther 

e^teneesHiits Air greater effldeney. 

osn jiocEraäcE 

Ae MSBUUI SUrsteaa Nanaeownt Office has 
attempted during the first year of operation 
to identify and classify the XASXHUI fluUy of 
users. The sources of inforaatlon Include 
direct eo—ni cations with users, the list of 
deliveries nade by COGNIC, response to a 
qjuestionnaire included in the first HASIRAH 
lemletter dated At«ust SO, 1971« and the 
MSBUUI liters' CoUoqulum held at the Langley 
Research Center Septenber 13-1^ 1971« 

The flASTRMI Users' CcUoquiua «as en-ganlzed 
to provide a tiaely Insight into the present 
status and rate of acceptance of lASTRAH through- 
out the Govemtent and industry. The ccmpendium 
of papers presented at the Colloquium and pub- 
lished as HASA TM X-2578 gives highlights of 
the experience of RASTRAR users at over 25 
different locations In the Government and 
private industry. The Colloquium «as attended 
by nearly 3C0 persons including over 225 
non-HASA attendees. 

A survey of the ae yet incomplete returnB 
from the questionnaire In the first NASTRAN 
newsletter indicates that HASTRAN is currently 
Installed at over 70 different locations and 
that the average number of users per installa- 
tion Is about 13 persons. The most used rigid 
formats are 1 - basic static analysis, 3- normal 
mode analysis, 5 - buckling, and 9 - direct 
transient response,In that order. These data 
Indicate an approximate doubling of the number 
of NASTRAN installations and users during the 
past year. The demand for NASTRAN at commer- 
cial computer service bureaus and data centers 
Indicates an Increasingly significant utiliza- 
tion of NASTRAN*s unique capabilities by 
aerospace and domestic industries both small 
and large. Cne data center already claims 
a potential of over 500 NASTRAN customers. 

It Is apparent that NASTRAN is rapidly 
becoming widely accepted as a comprehensive 
tool for a structural analysis. NASA's 
continued support for centralized maintenance 
and further development is an essential 
ingredient In sustaining user confidence In 
the NASTRAN system. 

CONCLUDING REMARKS 

A brief description of the development and 
capabilities of the NASTRAN system has been 
given with emphasis on application to dynamic 
analysis. Six illustrations of recently 

coap** 
e r4 

wndnrted vibration and dynaadc 
tatlou «hleh dcaonstKate the 
character of W8BHI have been presented. 
functions of the IA8ISMI Qysteas 
Office (no) hare beatOoatilMd. 
planned hy HNO Indudlng fiJuiace—ate tot ' 
efficiency, several new finite eloaents, and a 
eoaplete heat-transfer capability together with 
tentative schednles tor the release of ne« 
levels of MSnwr «ere discussed. 

MSIBAK has becoae a «Idely accepted 
facility for structural analysis. At present 
HASBUUr is installed on over 70 eoaputers 
throughout the Goveroaent and industry and there 
are over 1,000 Individuals in the USSRAI 
toaily of users. 

■ASA has provided for the standardization 
and centralis d aanagesent of IA9ZBAI by 
establishing the HASIRAK Systems Manageaent 
Office In the Structures Division at the langley 
Research Center and is flmly coamitted to 
maintaining and improving HASIRAH as a valuable 
national resource. 
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d. 

Efeper 21 • "Stmctaral Itynaale Analysis 
of Eleetrooic AsseabUes Using SASBUV 
BAstart/hmaft Ohange C^ablUly," Iqr 
RomOd P. Sdaiito. 

M^er 22 - "The Bespaase of Shells to 
OiBtrllnted RudoB toads Using mSEBAH," 
ty Gaiy K. Jones. 

e.   Itper 23 - "AppUoatians of MSOHB to 
Caniaed Stractanl and ^rdrodynaale 
Bcsponses in Alzeraft Hrdzanlle Erstem,' 
Iqr Jaws Howlett. 

8.   0. A. Erensen and R. Aprahsaian, "Applloa^ 
tioa of Bolögrapfagr tc Vibrations, transient 
Response, and Nfcve Propagation," CR-1671, 
TSH tyet&sa Group, Redondo Beadi, Calif., 
Deeeaber 1970. 

DBCUSS10N 

Mr. Sttriiia (ftmdla Laboratories); Do yon 
have aiqr ptans to install a mesh reaexatton 
scheme to NASTRAN, and if so «hen? 

Mr.Baney; We have not at the present 
time made f inn {dans to add any antomatic data 
generation programs to NASTBAN. These are 
relatively easy for the indhrtduaTuser to develop 
and tailor expressly to his own needs. We know 
of several of these. The problem is getting a 
large number of individuals to agree that they 
all would like to have the same capability. To 
the extent we can get unanimity on automatic 
data generation or analysis of the output we will 
try to add this to NASTRAN. But at the present 
time we are in the position at looking at what 
can be done and searching for the necessary 
unanimity across a pretty wide range of users. 

Mr. fikstys (General Dynamics Corpor- 
ation): What are your plans to get a three- 
dimensional finite element capability, such as 
the isoparametric hexahedron family? 

Mr. Raney; We are now adding a family of 
isoparametric elements. I do not like to say 
when they will be available because I know I will 
be held to it no matter how 1 hedge myself. We 
are undertaking to add these and we hope to have 
them available to us in our own version of NAS- 
TRAN for checkout within about six months. 

Mr. Monroe (Babcock & Wllcock Company): 
What is the difference between NASTRAN and 
ANSIS or ELAS?  I understand they can handle 
similar problems. 

Mr. Raney: That really would be the sub- 
ject of one more talk, if not three. You might 
be interested in getting some of the papers from 
the ONR Symposium held in Urbana in September 
where they held a session comparing these pro- 
grams. They are somewhat different. I am not 
familiar with the ANSIS capability. ELAS is a 
very nice program but it does not have the over- 
all capabilities of NASTRAN. 

Mr. Harchalla (Pratt and Whitney Aircraft): 
Can anything be done to improve the errors 
notification process? I think ver> few errors 
have been sent oat by COSMIC or NSMO com- 
pared to the number that seem to have been 
reported. I think CSC has a large number re- 
ported, bat in the process of disseminating 
these we have nut received any notifications of 
errors. IS anything being done about it? 

Mr. Raney: Yes, our contrcstor is devel- 
oping a comprehensive data base of all errors 
that have been reported and their exact status. 
That is, whether they have been corrected, what 
level of NASTRAN they ha'? been corrected in, 
and the active ones. This information will be 
given to COSMIC very shortly and you should 
write to COSMIC to get it. COSMiC now :?as 
a limited list that gives the status of all the 
SPR's. We have worked real hard on this and 
we feel that it is better to have the communi- 
cations suffer a little bit, but get the Job done 
and actually get it in so the users will get the 
benefit of it, rather than to spend all of our 
time writing to people. We presently spend 
almost two hours a day just on the phone. 
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EXPSBDENCIWITB MASIBAN AT THE NAVAL SHIP BftO 
CBNTBB AHO OTBSR NAVT LABOSATOmnB (0) 

Nmral 8Mp ResMMh ft Onrelopment Center 
BetteMta, Wtufhoi 200S4 

(0) For tte put three yeam JBROC Ina twee using tbe NASA Stnwturel 
AnaljnUi Arogram, NASISAN, to solve a wide variety of Naval 
atruetural analysis inrohiema.  For tiw past 18 nonths other Navy and 
government organisations, utilizing NSROC's baekgntimd, hare been 
applytng NASTRAN in their projects. 

(U) TUs paper summarizes the experience thus accumulated, the steps 
taken to acquaint the engineers in other Navy organizations with the 
program, and the current activity of the NASTRAN Project at NSROC. 

fNTROOQCTION 

(U) During the summer of 1966 a number 
of finite element programs were under devel- 
opment by NSROC and other Navy laborato- 
ries for analysis of various naval structures. 
It was planned to Integrate these separate 
capabilities into one general computer 
program for analysis of a wide variety of 
complex Navy structures.   At about that time 
we became aware of the work on NASTRAN 
which, upon review of the design specifica- 
tions, appeared to offer a set of capabilities 
suitable for our needs.   Thus, rather than 
launching a parallel effort, NSRDC decided to 
follow NASTRAN's development and to adopt 
it for our own use as soon as it became 
available. 

INITIAL APPLICATIONS OF NASTRAN 
AT NSRDC 

(U) We began working with a pre- 
release partial veision (containing only the 
static analysis capability) of NASTRAN in 
August 1968.  Our initial applications of the 
program were to static problems and 
especially to those which had been solved 
before by other means. 

(U) Our initial experience with NASTRAN 
was very favorable.   We found that with a 

Judicious use of relatively simple elements 
in NASTRAN, we were able to obtain very 
nood correlations between the NASTRAN 
results and the results by other programs 
and experiments [1].  Ir. addition we found 
that the use of the program - both at the 
data preparation stage and at the output 
reading stage - was made relatively easy by 
very good documentatton of the- program and 
a very simple data input format. 

(U) In the second half of 1969 the 
dynamic analysis capability of NASTRAN 
became available to us and we began to 
evaluate it with such "textbook" problems as 
a vibrating plate, a vibrating cylinder and 
others.  The results of a normal mode 
analysis using NASTRAN for the plate and the 
cylinder are compared to the results obtained 
by several other means as shown in Tables 1 
and 2 [1]. 

(U) In December 1969 NASA released a 
limited preliminary version of NASTRAN to 
the Aero-Space Industry and to selected 
government laboratories, including NSRDC, 
with a request for an evaluation report on the 
program and its documentation, noting merits, 
errors, deficiencies, etc. 
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Nttwral 
TABLE 1 

of iBotrcple 9n8qiiani Vial», 0.0S* 
THek WUli BnUt-In Ufea 

Mode Shape 
Bxperiment Waitarton 

Claaaanft 
Thome NAffHIAN 

(1.1) 340 349,3 347.831 347.3 

I (1.1). (l,J) MS 712.8 709.422 708.5 

0.« 1025 1052 1048.02 1039 

(3,1)-(1,S) 1242 1270 1271.88 1273           1 

(S,l) + (1,8) 1254 1283 1277.89 1279 

(3,2), (2,3) 1578 1803 1594.89 1583 

(4,1), (1.4) 2009 2043 2034.90 2044 

(3,3) 2102 2135 - 2097 

(4.2)+ (2,4) 2305 8358 2340.85 2326 

(4.2) - (2,4) 2320 2358 - 2337 

(4.3), (3,4) 2838, 2823 2876 - 2818           I 

1 (5.1)+ (1,5) i           2943 2997 - 3013 

*in.n - number of half-waves in X and Y directions, respectively. 

TABLE 2 
Natural Frequencies (Hz) of Simply-Supported Ring-Stiffened Cylinder 

Cylinder Dimensions (Inches): Length - 18.54; diameter - 4.082; thickness - 0.047 
14 Outside Stiffeners, Dimensions (Inches): Height - 0.1145; thickness - 0.086; spacing - 1.236 

Ä '**■ 

•M § ^^ 0» ^fc e 

n G
aU

et
ly

 
(i

n
te

r-
ri

n
g 

d
ef

. 

M e 
C 

ti 
31 

1 1 
s 
A 

« 
^ 

■o 

| 

13 

1 e 
u 
« 

«2 
X  "> as 

1 » 

Lt 

1 
-   ! 

a* 

ä1   i 

2 708 711 732 195 687 724 704 703 - 738 

3 570 582 618 510 505 616 586 564 601 547 

4 903 947 938 958 727 1042 957 889 896 771 

5 1430 1514 1433 1525 1123 1592 1532 1393 - 1182 
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NAVT-HASnUN PBOJICT 

(D) Almoit •inwltaneoasty «tth MASA's 
nvMtt, tkt ofOee of tlie Olreetor of 
Laboratory Profram of tbe Mvy cponwNrwi 
«a orahMttoi ol tte ajipHcaMltty of MA8TRAH 
forttaryase. TMs led to tke esUbltohneat 
of tteNASTRAN Project at NSROC. 

(II) To acqnaiirt other Navy inatallatioiic 
with NABTBAN, to share MBROC's NAfflUAN 
eapeiience with them, and to faebide a« broad 
a base of Navy users as possible to the 
eraluatton of NASTSAN, a two-day Nary- 
NASTRAN CoUoqaiom was held at NSBDC In 
January WTO. It was attended by over 100 
representatives from 20 Navy Installatlnns 
throughont the comtry. 

(U) At the Colloquium, it became evident 
♦hat interest in NA8TRAN within the Navy was 
broad enough to warrant setting up sense 
means of information exchange on NA8TRAN 
throughout the Navy. As a result, the NA8- 
TRAN Project at NSRDC began publication of 
a quarterly newsletter In March 1070. The 
Newsletter, together with the Proceedings of 
the Ist Colloquium [1] and the NA8TRAN 
Evaluation Report published in August 1970, 
made a significant contribution to dissem- 
ination of information among Navy NA8TRAN 
users. 

(U) To further improve the means of 
sharing NASTRAN experience among Navy 
users, to coordinate future improvements to 
NASTRAN as well as developments of various 
input/output interfaces, and to provide and 
coordinate training and consulting service for 
NASTRAN users, the Navy-NASTRAN 
Steering Committee was organized in 
September 1970.  At the time of this writing 
16 Navy installations are formally repre- 
sented on the Steering Committee.   Among 
them are nine laboratories, four shipyards, 
ONR, NAVORO, and the Naval Ship 
Engineering Center. 

(U) In part, as a result of the NASTRAN 
Project's effort to make NASTRAN and the 
information on Its une available to the Navy 
engineers, the use of NASTRAN increased 
significantly in the past year, especially 
among NSRDC engineers and also at the Naval 
Underwater System Center and the Naval Air 
Development Center.   It has been estimated 
that in FY 71 the expenditure for NASTRAN 
computer runs alone at various Navy 
activities amounted to $200,000. 

(U) The 2nd Mvy-MASTVAN three-day 
Cidloqotam waa Inld to December 1970. Aa 
noted to the Proecedtoga ofthe Sad Collo- 
qatom, the papers presorted rsprsaeatad 
signifieant progreea la the evahntloa of the 
program aa compared to the let Colloqatam of 
one year earlier, especially the papers on 
"autic Structural Analysis, F-14 Borlaoatal 
SUMltoer,n "Slasto-Plastto Analysla with 
NASTRAN," "Modal Analysis of Deckhoaee,» 
and "Transient Analysis: Direct vs. Modal by 
NASTRAN. * Some other papers, such aa 
"Dato Ceneratton for NASfRAN,1''New 
Slement Definition Capablltty far NASTRAN, *' 
and "New Slements far NASTRAN" represent 
some accompMahed and some p&aaed 
improvements to NASTRAN. 

fü) POr the complete teat of the papers 
presented at both colloquto, the reader to 
referred to the Proceedings {1, 2]. 

(U) Our exploratory and production use 
of NASTRAN to date has enabled us to evalu- 
ate many options and capabilities of the pro- 
gram.  Many more remain unexplored; others 
need further evaluation.  However, as the 
number of users increases, bringing addi- 
tional demands on the program, other 
capabilities will be evaluated. 

(U) In addition to the Navy's use of NAS- 
tran, a considerable contribution to the evalu- 
ation of the program is continuously being 
made by other government activities who use 
NASTRAN in cooperation with the NASTRAN 
Project at NSRDC.   Also, the NASTRAN 
User's Colloquium, scheduled by NASA for 
13-15 September 1971 and expected to have the 
widest representation of users to date, should 
enrich considerably the general store of 
experience with NASTRAN. 

SOME CURRENT WORK AT NSRDC 

(U) A computer program such as NAS- 
TRAN, designed primarily for large problems 
and widely used, can realize considerable 
cumulative savings by improving its computer 
running time, however small such improve- 
ment may be.   NSRDC's NASTRAN Project 
has made a significant contribution in this 
field.   A computer program has been devel- 
oped which automatically performs a permu- 
tation of user-assigned grid point numbers in 
order to reduce the bandwidth of the struc- 
tural matrices arising in the finite element 
displacement method.   Since computer running 
time is proportional to the square of the 

131 

^_^j^_^*--:v'f:''"';'"*   ;'':vv':-—^-----—--—— 



matrix iMUMlwIdtfa, this fwndts la substaattal 
savlBp for maagr straetiural aaalyaaa. This 
capability has hen operatkmal aa a ptegnc- 
eaaor to MASTBAM for thr paat y«ur and a 
hatfandlabeiaf «sedatNwry, NASA and 
othar user centara.  Moat of our aqwrlenced 
NASTRAN asera caaakfatr tMa ivaproceaaor 
lodtspeatfble.  CurrenUy, HBROC la worUag 
oa inqprovtng the efficiency of the baiähndth 
wilalmliMttleii program. 

(0) Another area of sobstantial savings la 
ctHmeettoa with the aae of finite element corn- 

use a program such as MA8TRAN requires 
large quantities of data conslstli« of polnt-by- 
poMt and element-by-elenwm geometric 
description of the structure b^ag analysed. 
NSEOC Is currently con^etiKg a preprocess- 
or to NA8TRAN which «111 automatleaUy pro- 
duce the buft of the data required for the 
analysis of submarine type structures taking 
into account such details as tapered 
stiffeners, cut-outs, and the like. 

(U) It Is probably s ife to state that there 
is no finite element program in use today, 
including NASTRAN, whose library of finite 
elements satisfies every structural analyst. 
There will always be users who would like to 
add their own element to a program.  In the 
case of NASTRAN, because of its wide use 
and of its excellent system design, a user- 
oriented capability for adding new elements to 
the program is doubly desirable.   NSRDC is 
making a substantial contribution to this goal. 

(U) To develop general expertise in 
adding an element into NASTRAN, a 3-degree- 
of-freedom triangle which solves the steady- 
state heat conduction problem has been added 
to the program and made operational [3].   To 
accomplish this, it was necessary to become 
thoroughly familiar with many aspects of 
NASTRAN's programming such as variables, 
tables, routines, structure, and restrictions. 
A number of NASTRAN tables had to be up- 
dated and a number of new subroutines written. 
These, then, had to be properly inserted into 
NASTRAN before the new element could be 
used. 

(U) To be of practical use to the engin- 
eer, a facility for adding a new element to 
NASTRAN must not require the above tasks 
whenever a new element is to be added. 
NSRDC is currently completing a preprocess- 
or which will generate the FORTRAN lan- 
guage tables and routines required by NAS- 
TRAN for a new element.   The new element 

deftüttMi capability Is belag tested sod a 
report on the eobjeet Is being Issued. 

etement deOnltton eapsbiUty. NBROC his 
received a request from the Ifurshall Space 
flight Center to Incorporate Into KASIBAN a 
three-dfanensloaal transient thermal analysis 
capability which will Interface directly with a 
three^mensloiial stroctural analysis. This 
work Is In progress. 

CONCLUDING REMARKS 

(U) The experience with NASTRAN at 
NSRDC and other Mary laboratories is based 
on three years of active use of the program. 
To many engineers NASTRAN was the only 
analysis tool suitable for their problems. 
Others, by the use of NASTRAN, were able to 
avoid costly experimentation and thus saved 
money en their projects.  The overall consen- 
sus about NASTRAN is that it is the most 
comprehensive program available to the Navy 
engineers at this time for static and dynamic 
analysis of general 3-dimensional structures. 
The many considerations given to the user in 
the design of the program and the excellent 
documentation make it an easy program to use. 
The general nature of the program and its 
availability tend to create a broad base of 
users, and hence, a wide spectrum of experi- 
ence with the program.  This, coupled with a 
free exchange of information among the users 
through various media including the Navy and 
NASA Colloquia and publications, helps to 
accelerate and improve the mastering of the 
program by an individual user.   In addition, 
the support of NASTRAN by NASA through the 
NASTRAN System Management Office (NSMO), 
with the objective of insuring the future use- 
fulneHS of NASTRAN by maintenance and 
improvements, makes it an attractive pro- 
gram from the point of view of investing time 
and talent. 
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DISCU8SKIN 

Mr, mm&mtvtKaatMittfeidMli«.8rd 
K>Tal Dtotrlct); Have you attempted to awiy 
NASTRAN to räUill type proUemB? 

Mr. Ifatula; Not dLrecUy and oo one has 
aadceduBto. Maybe some peoide did ttat bat we 
do not know about it. The only shock application 
that I know about was done at the Naval Under- 
water systems Center, New London Laboratory, 
but it did not apply directly to DDAM specifi- 
cations. 

Mr. Hurchalla (Pratt and Whitney Aircraft): 
Initially yon mentioned the newsletter that you 
were thinUag of publishing. Will it be strictly 
about NASTRAN, and what will its nature be? 

Mr.Matula; We are not only thinking about 
publishing, we have published four issues of it 
already I think. It is a quarterly publication 
and it deals predominantly with NASTRAN sub- 
jects. While it is not restricted Just to NAS- 
TRAN, so far. It has been predominantly 
NASTRAN. 

Mr. Hurchalla: 
distribution list? 

How does one get on the 

Mr. Matula: H you are with the government 
there is no problem. V you are a contractor, 
and if you can supply to us a sponsoring letter 
from a Navy customer we would put you on the 
mailing list. 
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RESULTS OF OONPAMTIVE STUDIES ON REWCTION OF SIZE nOtlCN 

R. H. Mains 
Departaent of Civil and Enviramental Engineering 

Muhington University 
St. Louis, Missouri 

Caapantive solutions have been aade for a imlfox» cantilever beaa 
represented by 20 linear plus 20 rotational coordinates, and for the 
beaa represented by 10 linear coordinates obtained by kineaatic conden- 
sation. The lower five or six frequencies, »cue shapes, and aodal 
effective aasses were not altered appreciably by the kineaatic 
condensation operation. An eyeball reduction of aass together with a 
static reduction of stiffaess gave equally good results in the lower nodes. 

MOTIVATION 

In the coifntter analysis of probleas, the 
temlency i« to nodel the systea with enough 
coordinates so that each structural element is 
as staple as possible. Calculating the elenent 
stiffnesses and assenbling then into the systea 
stiffness aatriA is the kind of operation which 
computers do readily, and about 3 minutes of 
computer time will produce a system stiffness 
matrix of order 150. It is not unusual to start 
with a aatrix of order several hundred or even 
several thousand. The difficulties arise when 
the remainder of the calculations are performed, 
because static analysis requires matrix inver- 
sion and dynamic analysis requires either 
several inversions or '..he solution of the eigen- 
value problem. The matrix of orde/ 150 that 
took 3 minutes to assemble will require 60 
minutes to invert (with conditioning and double 
precision), and 90 minutes for eigenvalues and 
eigenvectors. Because of this high cost of 
inversion and eigenvalue, the author has been 
investigating var-ous schemes for reducing the 
size of problems, after stiffness assembly and 
before inversion or eigenvalue. 

STATIC SIZE REDUCTION 

For static problems, size reduction is 
simple and straightforward, but it does require 
at least one inversion at reduced size (1).* 
First one rearranges the rows and columns of 
the stiffness matrix, K, such that the coordi- 
nates to be kept come first, as in Ku  below, 
and the coordinates to be eliminated come last, 
as in K2 2 below. 

* Numbers in parentheses refer to the biblio- 
graphy at the end of the paper. 

SYS 
"ll  K12 

"21  K22 

(1) 

Then if there are no external forces to be 
applied to fa, with X > displaceaent vector and 
f » force vector. 

"2 1   K22 "I l:! ■ 

whence 

X7 =- K 22 "2 1 

and 

IKn  - KuKi-J1 Kji) [Xj] * Hi] 

(2) 

(3) 

(4) 

If there are external forces to be applied at f?, 
then eq. (4) becomes: 

Ml Ki;K 22%lHXl 

K 
RF.D 

fil - [KuK^'Hf^HS) 

D is The reduced stiffness, KRED is 

and by successive partitions and reductions, any 
size stiffness matrix can be made small without 
any inversions larger than whatever size K^^ is 
made. Usually about one diRit of precision is 
lost with each successive reduction, so at 
double precision (IBM 360) about 6 successive 
reductions are a practical limit. 
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DnUMC «IZE KDUCnON BY OraMNCE     . 

for d^iMBic problMU, siz« raductlmi is 
«»plicated bjr the ioerti« tens, Ik2, ia «hieb 
M - nss aad M > frwfimqr.   As before, «hea 
there axe na exteraal forces qiplied ia tz. 

Zn z»2irx»i 
Z?i Z22j[X2j i: 

but Z - K * i«C - u2N 

(7) 

(») 

t9) 

and for C - 0 (daaping - 0) eq.  (8) becoaes: 

l(Kii-»2Mn)-(K,2-«2ll,2)(K24.-%251 

(IC2,-»
2M2,)] [Xi) - If,]      (10) 

for u * 0. eq. (10) is identical to eq. (4). as 
it should be; but for other u's there is no my 
to avoid a separate coaputation for each fre- 
quency.   The nuaber of frequencies to be used 
can be saall if the eigenvalues are knoMB.but 
that is the operation that is to be avoided. 

DYNAMIC SIZE REDUCTION BY EIGENVECTORS 

If the eigenvectors were known, then size 
reduction could be easily accoaplished by a 
substitution of variables in the dynaaic 
equation: 

MX * CX ♦ KX = f(t)              (11) 

Let X - X0 Y                     (12) 

where Xo = 
a small portion of the eigenvector 
set 

—i — 

Y = a substitute variable 

1.. 1   V  ' and premultiply by X 

then X TMX Y ♦ X TCX Y ♦ X TKX Y = X Tf(t)    (13) 
00 00 00 o 

which is IY ♦ 2f,u Y ♦ w 2Y = X T f (t) o o o      v ' (14) 

Now cq.   (14)  is reduced in size,  the equations 
are decoupled, and full detail  is recoverable 
by eq.   (12).    This would be perfect  if there 
were some way to get X    economically, but there 
is none known to the author. 

KINEMATIC CONDENSATION 

Mr.  R.  J,  Guyan proposed a transformation^) 
which he claimed (without supporting data) would 
reduce problem size without altering the lower 
frequenciss.    The proposal was:   in eq.   (11) 

set 
h I " 

s -i Y, 
x? (-K22 K.,) 

(15) 

fwultipiy by 

If    (-K   K,'1)] 12 22 
(16) 

to get 

♦(M
2M,2tai»K21).(«2K12K22>M22K22»K2,)l[Y,l 

-Ul-Kl2K22,f2l (17) 

If we expand eq. (10) with f, 0. get: 

l»n-»2*u)-*l2VL22-*l*22y  «21 
-1 . ,       -1 

♦MZKl2(K22-i«^22)  H2l*<^M12(K22-«'M22)  K2I 

-<B2M12{K22-«2M22)  It I»2 •  ft (18) 

The difference between the rigorous equation, 
(18), and the approxiaatioa equation, (17), is 
that 

-l ,  -l 
^22 replaces (IC22-« "22) i» teras 2,3 
and 4 

the fifth tens are totally different. 

NUMERICAL COMPARISONS 

Since the coaparison of equations 17 and 18 
sh«^* that Mr. Guyan*s proposal is not aathe- 
aatically correct, the question is then whether 
it gives acceptable nuaerical results despite 
the lack of rigor. The autlur had extensive 
data (3,4) on the cantilever bean shown in 
Fig. 1, so the various solutions for that beaa 
were used to try Guyan*s proposal. 

'd 19  2C 

Al. tube 6" O.D. x~   wall 

20 stations, Y and 6 coordinates 
40 degrees of freedom 
Reduction to 10 linear coordinates, 

2Y, 4V, 6Y   20Y. 

FIG. 1. CANTILEVER BEAM 

Out of the stack 
the various numbers, 
as the most effective 
reduction schemes. Fi 
the odd numbered mode 
listed in Table 1. I 
the theoretical solut 
shear or rotational i 
theoretical solution 

of calculated values for 
three sets were selected 
comparison of the 

rst, the frequencies for 
s from first to ninth arc 
n this table, row 1 is for 
ion with bending but no 
nertia. Row 2 is the 
with shear and rotational 
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iMrtU as wll as baodiag. Rom 3, 4 nd S 
■n Üor tte 40 Omgnt ot-fimim solutiM with 
Aaar and rotatioaal iaartia, for NcCalltr's 
coasittMt «ass, Ardwr's coasistaat aaas. and 
tha auctor's diagaaal aass. Ions 6, 7 aad I 
are finr tiia 20-4^na-of>fooadoa solutions 
obtained by droppiag rotational inertia tens 
from tho nass aatricos and using a stiffiwss 
natrix roducod according to eq. (6). ROMS 9, 
10 and 11 are stailar to 6. 7 and • oseopt that 
the stiffiwss uas obtained from inversion of the 
deflection influence coofficiont natrix for 20 
linear degrees of freedoa. ROMS 12, 13 and 14 
are for Oufaa's kinanatic condensation reducing 
40 degrees of freedc« to 10 according to aq.(IS) 
and eq. (16). Rou 15 is for stiffiwss reduced 
by eq. (6) and nass reduced by eyeball. 

As one studies Table 1, it seens that nodes 
1 ami 3 shoM little variation betHeen rau 2, 
Mhich should be "correct," and all the other 
raus. By node 7, the ordiaaiy theory of nw 1 
is too high above nw 2, and the "consistent" 
uass scbeaes are all above row 2 by aLout the 
sane tmomt that the diagonal aass scheues are 
below nw 2. In a 10-degne-of freedoa systea, 
the authiw would not use More than 4 nodes any- 
way, so the variations at node 7 and higher are 
not significant for practical use. 

The second ccaparison of results of kine- 
Matic condensation is shown in Table 2. These 
data were obtained by calculating the response 
of each node to 100 in/sec step velocity at the 
base of the cantilever beaa, and then sunning 
the response for each coordinate across 1C nodes. 
Coluan t is for McCalley's consistent nass and 
40 degrees of freedua; col tans 2, 3 and 4 are 
for kinenatic condensation of 40 degrees to 10 
for the various aass foiaulat'ons; and colunn 
S is for the eyeball reduction of nass with 
stiffness reduced by eq. (6). The agreenent is 
reaarkably dose, with nost variations less than 
0.1%, The twot nean square was also calculated, 
and it showed even less variatiori. The inplica- 
tion is that defomations calculated for shock 
response will be little different whichever 
schene of calculation is used. Since defoiaa- 
tions vary but little, so will the stresses 
resulting froa the deforaations. 

The third comparison of results of kine- 
natic condensation is shown in Table 3.  In this 
table, the aembers were obtained by calculating 
the modal effective mass for each mode, dividing 
by the total mass, and then accumulating the sun 
down the colunn of modes. The columns are the 
sane as in Table 2. One criterion for deter- 
mining the number of nodes to include in a 
calculation uses this accumulated sum of effec- 
tive «lass ratios and some limit such as 0.90 or 
0.95. Through the sun of the first five modes, 
there is little difference between the modal 
effective mass for any of the 10-degree solutior.s 
and the 40-degree solution. There is also little 
difference between the various 10-degree systems 
all the way through mode 10. 

CONCUBMWS 

GUyaa, as a aeani finr radueiag the «iae of • 
drnaaic analysis without altmiag afpsvcubly 
the lowur fraqueaeies and and* shapes, Mwied 
MBH oa the straight, naifna caatilawer beaa 
reported herein. If it had not worked Mall on 
this beaa, then it could mat be ejected to 
work oa aore ceaplicated practical probleas. 
The fact that it did work Mall oa this beaa is 
no guarantee that it Mill work MOU oa a aore 
complicated problea, but at least the scheae 
seeas worth trying.  Obe coqMiter center (S) 
recently reported having used kineaatic conden- 
sation to reduce 1783 degrees of freedoa to 
125 degrees of freedoa before proceeding with 
dynaaic analysis. 

The data show that the eyeball reduction of 
aass with static reduction of stiffiwss is at 
least as good as any of the other scbeaes, aad 
its lower cost is in its favor. 
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TAUE 1 

OONPARISOM OF FREQUElKIES 

L                *M*m. 
R»N..  1 1 |        3 J     s 1_   1 9 

I BRWINGONLY 
♦ SHEAR 1 ROTAT 

IHEORY 1 
HSORY 2 

16.75 
16.69 

294.0 
277.1 

952.4 
81S.6 

1987.1 
1518.6 

i    3398.0 
2309.2 

40 x 40               f 
♦ SHEAR               f 
♦ ROTAT               t 

NOCY 
AKH 
IBM 

16.70 
16.92 
16.68 

277.6 
280.0 
275.4 

826. S 
839.9 
805.0 

1576.1 
1603.7 
1480.6 

2463.7 
2494.8 
2205.0 

20 x 20               f 

SEO               ( 
MXLIN1 
ARCLIN1 
»MUNI 

17.54 
17.56 
17.67 

282.1 
281.2 
277.9 

855.7 
848.3 
819.8 

1651.3 
1621.9 
1516.2 

2604.6 
2524.1 
2259.1 

20 x 20               f 
RUN                    4 

M0aiN2 
ARCLIN? 
lOMLINZ 

16.40 
16.42 
16.52 

282.0 
281.:» 
277 > 

855.7 
848.3 
819.8 

1651.3 
1621.9 
1516.2 

2604.6 
2S24.1 
2259.1 

10 1 11 1 
io x io        r 
KINEMATIC            i 
OONOENS               L 
EYEBALL 

ICCY 
ARCH 
UM 
tarn 

16.69 
16.70 
16.67 
16.63 

277.8 
280.1 
275.8 
272.4 

833.0 
847.4 
817.5 
785.2 

1632.3 
1664.2 
1557.6 
1377.7 

2618.4    1 
2642.8 
2382.3 
1848.2 

12         1 
13 
M         I 
15 

TABLE 2 

COMPARISON OF SUKS ACROSS RONS OF RESPONSE TO 100 IN/SEC 

COORD. NCCY40 MUCYIO ARCH10 RMI10 RME10     I 
KO. 

1       1 .06292 .05965 .05959 .05986 .06060 
2 .16788 .16822 .16814 .16823 .16823 
3 .30101 .30059 .30060 .30062 .30071 
4 .44584 .44640 ,44646 .44641 .44650 
5 .59898 .59888 ,59901 ,59888 .59899 
6 .75369 ,75427 ,75447 .78424 ,75435 
7 .91051 ,91049 .91077 .91043 ,91052 

|        8 1.0662 1,0666 1,0670 1.0665 1.0666 
9 1.2229 1,2225 1.2230 1.2223 1.2223 

10 1.3798 1.3782 1.3789 1,3780 1.3779    || 

1 2 3 4 5        | 

TABLE 3 

ACCUMULATED SUMS OF MODAL EFFECTIVE MASS RATIOS 

|    MODE MCCY40 MCCY10 AROIIO RM10 RME10      1 
1     NO. 
1        1 .6304 ,6295 ,6302 ,6289 .6278 

2 ,8247 .8253 .8259 ,8248 .8242 

1        3 
.8948 ,8928 .8933 ,8925 ,8923 

4 .9292 .9264 .9268 .9264 ,9272 

1        5 ,9533 .9451 .9451 .9455 .9477 
6 .9680 ,9555 ,9553 ,9564 .9603 

.9823 .9609 ,9604 .9623 .9679 
8 .9920 .9633 ,9627 .9649 .9721 
9 1.0048 .9642 ,9635 .9660 .9739 

|      10 1.0153 .9644 ,96J7 .9663 .9744       [ 
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AtfligaathSfc^a^VliiHWoiiqymportaiiiw« 
jraMBhii «MM nMUa «■ Gqnui'a rwlnetioa 
prabtem M a ttuMHUBMMioMllNaa. Atttiat 
tIinewenppztodtbitw«dfdttboaitnvs. By 
one mediod ve oMainad «11 of OM fnfoeMiM 
for the fibiite aniBbw of f^auiiie degräes of free- 
dom, and tbea «e redaeed ft ty Gograa'a redacUon. 
We obtained good tesaUs bat one of the lover 
pcedontorat modea «aa nlaataig, aad thia baa 
hsfpened on more coniplex ayatema. In gonetal 
tte reaolts are good bat eon» of tbe üDporlaat 
modea Joat do not appear. Have yoa encosntered 
this in jfoar evalaaUon, or do jfon intend to lodt 
into Ulis further? 

Mr.lfalna; No I «aa not aware that thia 
phenomenon «dated, and no» that I am aware, 
I will certainly investigate farther to aee if I 
can make it occur and if so why. Hie fact Oat 
it worked in the problem that I used certainty 
does not mean that It is generally applicable. 
Ulis is necessary that it work bat it is not 
safficient. 

Mr. Keen (Bell Telephone Laboratories); 
We have been using this technique for quite a 
while and we have done a number of studies on 
cantilevered and simply-supported beams. We 
have added one more thing, and I think if you go 
through the process you described you could 
also write down the mass matrix. We applied 
the following criterion. The mass of the point 
eliminated must be at least two orders of mag- 
nitude less than the predominant mass, hi other 
words one could eliminate rotary inertia in many 
cases. We found that it was necessary to re- 
duce, because we did not have a complete double- 
precision program. That is, if we solved the 
complete 130 to 140 degrees of freedom prob- 
lem, we found that we would get numerical in- 
accuracies, and it was necessary to reduce the 
rotary inertias. We found that we could obtain 
accurate low frequencies by doing this. 

Mr. Mains: For 100 or 120 degrees of free- 
dom it is not really necessary to reduce, but for 
1000 degrees of freedom I am pretty sure you 
need to reduce. Now why? 

Mr. Koen: ff your problem is ill-conditioned, 
if you have very large conditioning numbers, 
even if you have 5 by 5 or 6 by 6 matrices, you 
still may not have enough precision in your 
computer. 

Mr. Iftdaa; Theae pcoUema tend to be eloae 
toffl-coBdttlMsdtattefiratplace, laficta 
well dtaiaaed atractonl ayitem ahookl be clone 

yondotott. 

Mr.Kioeo; When doea one oae static redoe- 
ttonflfclnnd that it la aeoeaaary to ktik at 
tbemaaa. And if yoa indeed Jost rednee fhose 
nodsa wUch have very low maaa I beUefe it can 
be ahownrigoronsly that it will work. 

Mr. Maina; h thia mobtem ihat I oaed. the 
that I reduced were the same i 

Uod I was keeping. 8o it waa not a qasation of 
two ordera of magnitode, bat the name magoitade. 

Mr.Rien; What was helping yon wna the 
frequencies, as yon showed, which was interesting. 
Bat to get back to the former comment, I think 
they missed a mode because they may have 
eliminated the wrong mass. 

Mr.,Mains; That might be. When you do 
thia form of elimination you work on the mass 
and you arrange it so that the total mass is still 
the same. S is Just differently distributed 
throughout the system. 

Mr. Koen; That is right. We take a look 
to see what modes have small mass. 

Mr. Mains; Well apparently if you are 
going to miss a mode completely it means that 
you have loused up the system somehow by dis- 
tributing the mass wrongly. If you put the mass 
in correctly you ought to be able to keep all of 
the lower modes. Isn't that right? 

Mr. Koen; Yes, we eliminate the very very 
small mass terms which contribute to the very 
high frequencies. 

Mr. Mains: That is very logical. 

Mr. Koen: We have run many sample prob- 
lems and found it to be good. 

Mr. Cayman (Jet Propulsion Laboratory): 
We certainly agree with your concern about 
solving large order eigenvalue problems and we 
try to avoid these wherever we can and we have 
been fairly successful. This is one of the rea- 
sons we sponsored the development of the Com- 
ponent Mode Synthesis a few years back. We 

139 



wind 9 aoMag more smaller-order «igemralne 
praMems so we retato some phprieal «MM of 
«tat we are doiac with the smaller order 

I do not need to aasver that. Mr. Mains; 
I agree. 

Mr. Code Oiwddieed Missiles and! 
CoBmanf); I aaa In the hnsiness off: 
proHenw jnst as Dr. Mains Is and I am most 
interested in modal syntheses. Bid I do not 
realty believe there Is a panacea to be had in 
redaction for its own sake. We at Lockheed 
have had big problems, from one to 3000 or 
4000 degrees of freedom, and we have actually 
had more problems with Ill-condltloning and 
compotation error in redneing foan we have with 
direct solntlon of the eigenvalue problems. We 
happen to have two elgenvalne solvers that do a 
very good Job with large problems. 

Mr. Mains: Bat yoa only solve for a few of 
the eigenvalues. 

Mr. Coale; That is all we want, and we 
check them against problems for which we know 
the answers. Anytime that you have a dlfficnlty 
with a solution you do what you always did in 
school, before there were computers, you go 
back and work a problem that you think you 
know the answer to, and work with it until you 
get it to work before you go to problems where 
you do not know the answer. I believe that this 
is a good scheme, but so is direct solution. I 
have to say that because a little later this after- 
noon I will present a paper in which I solve large 
problems. 

Mr. Mains: No need to reply to that either. 

Mr. Workman (Battelle Memorial Institute): 
I take exception to your dim view of the state of 
the art in numerical analysis in computer ap- 
plication. We do not solve nearly as large 
problems as the aerospace industry. We have 
solved problems of up to 2000 by strictly Gaus- 
sian elimination with iterative improvement, in 
the static sense, and have found no numerical 
problems. We have a Control Data machine. 
Dynamically, by using Householder's method 
followed by the QR transformation and either 
inirerse iteration or however you define the 
eigenvectors, we found total eigenvalues for 
systems, in our case 300 or 400, and have found 
no problems, no negative eigenvalues. 

Mr. Mains: The Householder technique, 
tridiagonalization, and then forward elimination 
and back substitution is the scheme that I use for 

my elgenvalne routine. When I swUched that 
over to the IBM 300 at dooU« precision I tad to 
reset tb« gite on aeeeplaaee of the elgenvalne. 
B the dtfterene« between toe last Iteration ud 
the present ttenttoB were smaller than 10"81 
stofged and went on to the naxt root. Onthe 
IBM 300, In dodble precision, yon get 14 digits. 
I started with lO*1* and the program Jnst looped, 
so Ifaackedupto lO-Wsnd It still looped, so 
«hen I got down to i0~10 it would Just stay 
stable. So I run with 10~10 for my criterion. 
Bat If I tad a bigger problem than my present 
limit of MI am not sure teat I could get away 
with lO"10. I might have to go to 10-» or lO'7. 
This is what concerns me. The compotational 
aecnraey Is limited because of the physical 
capabillftes of the computers. 

Mr. Workman; That Is true that the work 
side Is certainly a critical factor besides con- 
ditioning number In numerical solution. But the 
Control Data In single precision Is the same as 
the IBM 300 In doable precision. We have ex- 
perienced no problems In 300 or 400. Of course 
we used the QR transformation after the tri- 
diagonalization process. 

Mr. Mates; Do you get all positive roots? 
Everytime? 

Mr. Workman; Yes. We have never had 
any problem. 

Mr. Mains; Will your program tell you if 
you get a negative root? 

Mr. Workman: Yes, it prints out all of the 
roots. 

Mr. Mains: Yes, and you can fix it up so 
that it prints out all of the roots and prints 
them out in any order you want and without a 
negative sign too, but does the solution really 
give you no negative roots ? 

Mr. Workman: Well they are printed out 
that way. As you know the Householder method 
will put the roots on the diagonal in ascending 
order followed by the QR transformation. We 
never have had any problems with it. I notice 
that NASTRAN uses this Guyan reduction and 
they use Givens transformations to find their 
eigenvalues, I would be interested to know if 
people who have used NASTRAN have had any 
problems. 

Mr. Mains: You are the first man I have 
ever met who does dynamic analysis and who 
says he gets all positive roots every time. It 
never happened to me before. 
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Ur.CeaiK ■ j«ttoec«mdtomettatw« 
kMwTSiSÖB oar pragnm whtt tells w at aiqr 
■tags of ttw calealttioii of «ifMnalBM, sad ve 
odeolate thna atafttaf wftt tfw lovast, feov 
nauqr «ifaBrabNB of Oat matrix are balov a 
eertala leveL B «oaU aeem to me ttnt it «otdd 
ellmiaate flw possibility of negattve eigenfalnes. 

Mr. Main»; WeU if it tobt yun ho« maiqr 
were below zero it would certainly tell you. 

Mr. Coale; That is counted; it does. 

Mr. Main»; Good. 
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snocnuL oHin« or IUBUU RIB 

jonoxuu snocsm AIXBBJ» 

B. G. 'inoc« V. B. Ball*, Jr. and J. P. BadfM 

ioeMwd WMUM «ad SptM 
Sunogryole, Califonia 

, Ihia paptr wll] dlaeoM tte «truetanl Qnmie 
tächnalagy problaM unltiiM to flmUo rib daplagnU« 
qwoMiaft «ntecnM. As nwfa, it will oovsr tte 
amijpÜM and tastlof attendant to dopLojmat and on- 
orUt eonflgarations. ?n tte analjrais, doa to tte 
liqnical qnwtqr of tte partinant ooaflguntlou, 
soae oniqua problaaa «ri^e. gjnaaatrle aiganvalna 
prdSkmB arlea and laad t» a mater of idantieal roots 
of tte fraqnaoear aquatloi.. Bw solntion of ttese ml- 
tiple aiganvalos problaaa and eurraot results are pre- 
sented. This is aeant to be a discussion type paper of 
the various tecfanologjr problaas. Detailed mtteaatieal 
aspects of the analysis have not been included. However, 
liälted test results are compared with analytical pre- 
dictions. As antenna structures beeoaa large and More 
flexiUe, their analysis is growing in interest, coaplex- 
ity and neceasity. 

INIROOUCnON 

ID general, antennas (e.g., Fig. 1) 
obtain higher electricrtl gains as the diameter 
(aperture) increases. Howev&r, as the antenna 
diameter grows, it becomes necessary to stow it 
in a compact shape such that it will both fit 
within a given shroud envelope and withstand 
the launch and ascent loads. A current design 
that achieves this function is the flexible rib 
deployable antenna, ftiis can be graphically 
demonstrated with reference to Figs.(2-^). the 
antenna structure in these figures is used for 
demonstration purposes only. In its fully open 
or deployed configuration the structure has a 
circular paraboloidal shape,.e.g., Figs.l and U. 
the main structural elements are (l) a central 
hub structure, (2) parabollcally curved ribs 
projecting from the hub and uniformly spaced 
and (3) a lightweight reflecting mesh stretched 
between the upper edges of the ribs to form an 
approximately paraboloidal electrical reflect- 
ing surface. The cross section of the ribs 
con be of complex structural shape (either open 
or closed section). 

In the ascent (stowed) configuration, 
the ribs and mesh are wrapped around the hub 
and restrained. In space, the rib restraint la 
removed (e.g., by a pyrotechnical separation 
event) and the strain energy stored in the ribs 
powers the deployment. Schematically this is 
Illustrated In Figs. (2-4). 

Since antenna size is growing (e.g.,, 
Applications Technology Satellites F & G have 
30 foot diameter parabolic reflectors) the 
problems during orb'tal operations are mainly 
concerned with altifeie stability ad control 
rather than high dynamic loads (as was the cane 
during launch and ascent). A passible excep- 
tion is the actual deployment sequence itself. 

the deployment of tne antenna can in- 
duce high dynamic loads throughout the entire 
antenna structure and also transfer a signifi- 
cant amount of torque to the spacecraft. 

The dynamics of the deployed configur- 
ation (during on-orbit operation) Induces rath- 
er low loads into the antenna structure and 
spacecraft if the antenna motions are small and 
If there Is sufficient spectral separation be- 
tween the open loop control system frequencies 
and the open loop structural dynamic frequencies 
of the antenna. However, for the on-orbit con- 
flturatlons, as well a? the deployment config- 
uration, of symmetric antenna structures some 
unique problems ariaa. A symmetric eigenvalue 
problum arises and leads to a number of Identi- 
cal multiple roots of the frequency equation 
(I.e., the so called "multiple elgenvalueHprob- 
lem), A "brute force" approach does not work 
for this problem. That is, entering the "pri- 
mitive" or "global"mass and stiffness matrices 
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lato ataadud ooapitar «IfMmliM fogr—■ will 
ZMNlt in mtan ttet «x« —■iHnglMt.   Bw 
oHvnUr «i^ljr emwt dfrtli^nirt tb» •nmtiA 
ÜMtoTM of ttw typ* and dagrae of atnetoral 

Uta aolotloB ia to dawjiMa to« "jiri- 
■iUva" or "global" proUaa into a anater of 
■■allar "wava* aicad praitämm. Udo ia aeooap- 
llabad by a Fourier daooapoaitiaB la tba dr- 
enaffaraatlal diraetion.   Bw %ww" aiaad prab- 
lan ara aolvad and toan axe tranaferred back 
to obtain toa "prüdUva" or "global" aolution. 
Tbm baaic tbaorr for tola Fourier deeoapoaitloa 
aatbod can be toond in Refa.l and 2. 

Iha pver eondadaa with aoaa recant 
reaulta of analjrala and teating.   B^hasia will 
be given to the reaulta attendant to the deplagr- 
■ant and on-orbit eonfignrattoia. 

MaOIHBT DViNICS 

Ihe dapLognant of a flexible rib an- 
tenna ia Initiated tgr releaae of the clreuafer- 
antlal reatraint lAicfa keepa the riba and later- 
folded aeah in place around the hub. A typical 
design uaea a noabar of eircuaferentlally spac- 
ed doors, aeparateljr hinged to tba hub struct- 
ure, and held in place against the furled an- 
tenna fagr a eircuai'erential cable. Deplojnwnt is 
initiated by pyrotechnic cable cutters« Several 
distinct phases of aotlon follow. 

Unfurlliur Phu«« 

During the first, or unfurling phase, 
the ribs progressively unwrap fron the hub. Ex- 
amination of high speed movies of the deploy- 
ment indicates that, in plan view, the unfurled 
portion of each rib approaches a straight line 
tangent to the hub. As the ribs unwrap from 
the hub, tne "straight" portion of each rib be- 
comes longer until the points of tangency reach 
the roots of the ribs (e.g., Figs. 2 and 3). 
At this time, essentially all of the strain en- 
ergy stored in wrapping the ribs around the hub 
has been converted to kinetic energy of the 
ribs and spacecraft. Since angular momentum Is 
conserved, a small retrograde motion is impart- 
ted to the hub of the spacecraft. 

In the analysis of the unfurling 
phase, It is assumed that all ribs unfurl in 
phase. Hie unfurled portion of each rib is 
assumed to remain rigid and tangent to the hub. 
The hub and spacecraft is assumed to be a 
single rigid body. Angular momentum of the 
system is conserved and the relative motion be- 
tween ribs and hub results from release of the 
bending energy stored in wrapping the ribs. A 
sketch of a partially unfurled rib, as assumed 
in the analysis, is shown In Figure 5. 

lb« eeeond phaae of aotlon la twed 
the ooast pheae. Jtariag the ooeei phaae, each 
rib rototoe about the line hinge at its root, 
froa a position appradaately tangent to the hob 
to a fuily-deplogred radial orientation. This 
phase ends «baa the rib strikes its alignnent 
stop. Until toe last 10-2« of the eoest phase 
the motion is priaarly planar. Daring the last 
portion of this phase, aesh tension increases 
and "imtMiats" the ribs, pulling than into their 
dished shape. 

In toe nonerieal analysis of the coast 
phase, only the planar notion is considered, and 
toe ribs are assumed to remain straight through 
this final 90° of travel. There is no ftarther 
release of stored energy during this phase 
since toe ribs are rotating freely about the 
hinges. Due to too changing geoaetry, however, 
the angular velodtiee of the ribs and the huh/ 
spacecraft will vary. 

The final phase of aotlon is the im- 
pact phase. Ihe ribs strike the stops at the 
roots, and rebound is limited by individual rib 
latches cr binge torsion springs. Ihe kinetic 
energy of the systaa at lockup produces trans- 
ient oscillations of the antenna and spacecraft. 
For an antenna whose axis lies along one of the 
spacecraft principal inertial axes, the result- 
ant vibrations Involve "torsional" »odes of the 
antenna. 

Analysis of this phase of motion is 
baaed on conventional linear modal response and 
superposition, using as initial conditions the 
velocity profile of the rib and hub at toe end 
of the roast phase. Only the wave number zero 
modes of the system are excited as a result of 
this pattern of initial velocity (see next sec- 
tion) . 

Deployment loads at lockup typically 
are design loading conditions for rib hinges 
and latches and portions of the hub structure. 
A typical deployment histoiy, showing the vari- 
ation of total torque on the hub is shown in 
Figure 6. 

DYNAMICS OF THE DETLOYED CONFIGURATION 

Flexible rib antennas are modelled as 
finite element systems where each rib and the 
hub are treated as a number of elemental beams 
and the mesh as a number of string panels. Rib 
modelling accounts for their structurally com- 
plex shape in that they are, in general, curv- 
ed, tapered and of open section w.Hh offset 
section shear center, offset section centrold, 
and offset mesh attachment (e.g., Fig. 7). 
Mesh to rib attachment is along the concave 
edge of the rib. In motion, then, rib banding 
and twisting are coupled and constitute a major 
feature of the structural behavior. Local Car- 
tesian coordinates were selected at each 
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■MljrUeal point on tha •truetun to doflno tlis 
tiafimcmmt» idtb all six dagrou of fnwdoa 
'•Mag MÜmmd »t «Mh point. 

Pro« a etroetiinl äytumica ataadpolat 
flwcLUe rtb antannaa ai» difficult to aaalyaa 
for tbraa iaportant raaaona. Firat, and Wat 
obvioua, a finite «laaant analyain laada to an 
rttrmmlf larga Jagraa of fraadon afatm. laag- 
ina an antanna idth 50 ilbe, each rib dividad 
into fiva finite baas aapeaata, and aadi analy- 
tical point allowed aix local ctogreaa of free- 
don. Ihany the qrataa will have 1800 total de- 
greea of fraedon. Secondly, and leas obvioua, 
ordere of nagnituda Jn the eleaental ctifftaeaa 
and aasa ooefficienta are extrene. In general, 
the bub is atiff and heavy, the ribs are leaa 
stiff and lese aassive, and the aesh is weak 
and lightvreight. Conputer onalyslB of such a 
«jraten requires double precision in all calcu- 
lations, and, even then, aajr be subject to 
trouhlesane round off errors if the ayatem is 
large. Ibirdljr, and least obvious but nost 
difficult to analyze is the syametiy of the 
flexible rib design fadiig to a high degree of 
redundancy and aultiplieity of roots. Coapu- 
tationally, eigensolutions for pro Ideas with 
aultiplieity grea Air than about six are iopos- 
sible on cooputers with prograos as they exist 
today. 

All three major probleos may be avoid- 
ed by taking advantage of the structural sym- 
metry in a consistent and logical «anner. Such 
was done by analytically expanding the displace- 
ment vector in a finite (finite becauce the num- 
ber of ribs Is finite)  Fourier series in the 
circumferential direction so that the Fourier 
coefficients remain undetermined, but the Four- 
ier trigonometric arguments are selected to de- 
couple the problem. Furthermore, the solution 
obtained will be exact. Mathematics of the 
technique are fully described in referenoeel and 
Ü and will not be repeated herein. 

The Fourier transformation produces a 
set of ncv, smaller size, uncoupled eigenprob- - 
lems which are solved one at a time and each of 
whic»' has, at most, a multiplicity of only two. 
Results are then back transformed to assemble 
the solution for the primitive antenna. Each 
transformed problem set describes a "wave num- 
ber" of the antenna. That is, tiie rib mode 
shape patterns occur as wave 0 - all i-lbs dis- 
place identically; wave 1 - rib displacements 
are "loofficients of sin 9; wave 2 - rib displace- 
ments are coefficients of sin 2 9; etc. 9 is 
the circumferential angle, 0 to 2 fl- measured 
around the antenna. 

Graphic results obtaineiUfo" a free-free 
structure) from this technique follow in Fig- 
ures 8 (8a-81) where the wave number and mode 
shape number (for that wave)are labeled on each 
figure. 

A aUm beoafit of thin typa of analyvis is 
tbat aaagr "alaost ■nltipä« root»" ara aToidad. 
Ibat la, alnea tha aaah im usually wsak ooapar^ 
ad to tha rite and ooaatltutas Ilia alaaant «Ueb 
Joins the rlba, a flvan aoda in aaeh van nunber 
ulll ha«* an alaost identical natural ftequencgr 
but a «sir difrerent node ab^e. Honner, by 
aolvlng the praUsa In wan nuabers. It ig un- 
likely that, is a single rare nuaber type, there 
will be closely spaced natural fTequeaelei. 
Conputer solutions favor widely separated and 
distinct aiganvalues (ftoyiencies) in structural 
proUeas. 

Once the natural frequanciae and node 
ahapea of the antenna are known, it is possihla 
to build the nodal equation of notion using as 
■aajr aodes of as aany types as desired, the re- 
sult is then used in a aodal st^erpositioa anal- 
ysis where other parts of the spacecraft asseab- 
ly «ay be added, and/or in a forced response an- 
alysis by applying nodal forces and including 
oodal daoplog parameters. The methods used fol- 
low the usual structural dymwiics techniques 
except that the analyst  must reaeaber that 
the flexible rib antenna problam has already 
been throu^i one transformation so that its mod- 
al properties represent not the physical antenna 
but the transformed one. 

For the tine conscious reader, using 
the method described herein, 50 mods shapes were 
found for a 48 rib reflector cooplete with hub 
assembly in a A minute 110S computer run. 

RESULTS AND C0HCLUSI0HS 

this paper has presented the essential 
features of the structural dynamic technology 
problems associated with flexible rib deployable 
spacecraft antennas, typical results have been 
presented that Indicate very good correlction 
with limited tests results. 

Mathematically modelling two antennas 
for which test results were available and pred- 
icting natural frequencies and mode shapes for 
the structure with a fixed hub produced the 
following ccrrelation: 

First Natural Frequency,Hz 
Test       Analygt a 

30' ATS antenna     1.13     1.12 

2.68 14' test antenna 2.60 

Test results were produced during 
deployment of the structure in a one g environ- 
ment by averaging values of the "cup up" deploy- 
ment and the "cup down" deployment. Once high 
frequency modes had essentially been attentuated 
by damping, only the flrst natural frequency tor- 
slonal mode remained. This mode was used for 
analytical correlation. 
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Bra» «Itbottt tact multc for oaapari- 
soa, indlefttioDS of fLndlila rib antMua baluiT- 
lor njr to infomd fro« tho oaapntod aode 
ritapw.   Ihoupi not eloorly ataown on tha aodal 
plota of Figura 8, oaafiiag of all dagraaa of 
fraadM ia pronouneaä «laea tha rite lunra off- 
aat alaatic aaaa and tha tgppleal lib ia weak in 
toraion.   teong tha aodaa ireaantad(Flguraa 
8(b-l) äbow a aignificant aaouat of eoapUag. 
Alaa notiea the daarljr apacad frequenclaa of 
wave 2, mod» 3} mra 3y aode 3i and nave 4, 
node 3*   Iheae doseljr «paced Araquenciea con- 
tinue throu^i all wave nuaber aeta.   So, if the 
dealgner wiobea to know all «odea with frequen- 
eiea below a certain Talue,he ia likely to be 
preaented with an laneoae aaoiait of data; aay, 
the firat aix or eight aodea tram each posaible 
wave nuaber.   For the Aß rib mampLe ahown, 
6 x lASfti + 1) = 150 nodea with natural fre- 
queneiea belcv 20 Ha. 

a. M. L. Goaaard and V. B. Haile, Jr., 
"Structural I^maaics of a Faraboloidal 
Antenna", The Shock and Vibration Bulletin 
No. 41, i'-^. - 6, pp. 103-1U, Dec. 1970. 

b. M. L. Gossard add W. B. Haile, Jr., 
"Structural Dynamics of Flexible Rib 
Antennas", LMSC-A9S387A, Lockheed Minsiles 
and Space Company., Sunnyvale, California, 
Sept. 15, 1971. 
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Hei 20 FOOT DIAMETER aEXIBLE RIB AMTEUNA 

Reproduced from 
best available copy. 

FIG. 2 ANTHJNA MODE, (INITIATION OF DEFLOXMaJT) 
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«Mfi 

FIG. 3 AHTEMHA MODa (PARTLY DEHOIH)) 

Reproducadfroin-9^ 
bgit availabb copy. ^jjP 

,*< 
^ 

^f 

FIG. ^ ANTHINA MODa (FULLY DEPLOm)) 
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P«rtly unfurlad Rib 

Bub 

2 
8 

FIG. 5 DINAMIC MODS. OF UNFURLING PHASE 

►Coaetila Impact 

i 5 

TIME (SEC) 

FIG. 6    DßPLOWENT TORQUE HISTORY 
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FIG. 7 TXPICM. RIB SBCnOS 

WAVE 0, MODE 3, 2.17 Hz 

(a) 

FIG. 8 TYPICAL ANTEMNA M0I5E SHAPE 
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WVB 0, MODB 4, l.U. Hs 

WAVE 1, MODE 5, 9.54 Hz 

(c) 

r x^x \  \  x   \  \  \ \ \ /   r~-^- mmmvm 
WAVE 1, MODE 7, 11.27 Hz 

(d) 

FIG. 8 (CONT'D)  TYPICAL ANTENNA MODE SHAPE 
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MVB 2, NDOB 1, 4.1? Hs 
(a) 

WAVE 2 MODE 3, 10.05 Hz 

(f) 

WAVE 2, MODE 5, 12.84 Hz 
(g) 

FIG. 8 (CONT'D)  TYPICAL ANTEUNA MODE SHAPE 
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(iivB j, ms ;L( e.(eifc 
(h) 

HAVE 3, MODE?, 10.54 Hx 
(i) 

WAVE k, M0DE1, 6.80 Hz 

Ü) 
FIG. 8 (CONT'D)  TYPICAI. ANTHINA MODE SHAPE 
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WAVE k, HOOE 3, 10.68 Hz 
(k) 

WAVE U, MODE.5, 13.77 Hz 

(1) 

FIG. 8 (CONT'D)  TYPICAL ANTENNA MODE SHAPE 
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nnuacE o? Aacar BBHTUG OH WE 

asPMumm onuocs or A SMCBHUFT miRnc 

C. V. Ccal«, T. J. Kertesz 

lAckhecd Missile« fc Spaee Oiaijiangr» Inc. 
Sunngnmle, California 

"Om problem» crested by buildup of toemaX prestresses in a 
separable spacecraft fairing are considered 1B this japer. These 
jtrestresses are produced I', vietnt iieating of the fairing. Ifcen 
the fairii« is cut pyrotechn mXly above the ataosphere into two 
halves and Jettisoned the thei^al prestresses seriously affect 
the early post-sfl^aratic» dymasie respootfe of the fairing and can 
cause the fairing to hang up or to bump the enclosed spacecraft. 
The problea is evaluated and approaches to both thexnal static 
and structural dynamic analysis are outlined. Some results of 
actual calculations for a large fairing are presented. 

iirtBODucnou 

This paper treats the clanjshell-liite 
Jettisoning of a space vehicle fairing in the 
presence of thermally-induced prestresses. 
Unprotected spacecraft, designed to operate in 
orbit or on a space trajectory, are frequently 
too fragile to survive ascent through the atmos- 
phere.  For protection, the spacecraft is 
enclosed In s fairing which is designed to 
withstand the ascent environment (Fig. la). 
Once above the sensible atmosphere the fairing 
Is separated by means of pyrotechnic joints in- 
to two halves, rotated away from the vain 
vehicle by compressed helical springs, and at 
about a 60' angle from the vehicle axis, 
sp.uarated from the vehicle eompletely and Jet- 
tisoned (Fig. lb). 

The i'airing In addition to surviving the 
ascent in pood condition, must be built to 
separate reliably and cleanly.  If the fairing 
iocs rot separate or if there Is a delay in 
separation the entire launch may be a failure. 
Mktvlse, if the fairing Intrudes into the 
spacecraft envelope during sejaration and 
trikes the spacecraft unacceptable damage 

may occur.  Even If damage or failure is 
avoided, flexible fairing oscillations nay 
produce unacceptable excitation of the booster 
during separation. Pull scale ground tests 
are used to evaluate separation behavior of 
the fairing. However, thfse tests are costly 
and cannot cover the full range of condition? 
to which the fairing may be exposed. A 
paraJ1 el engineering analysis is therefore 
necessary. This paper describes such an 
analysis and some of the results obtained. 

Before discussing the problem in more detail a 
brief description of fairing geometry and con- 
struction is in order. The fairing considered 
in this paper is a light, ring-stiffened corru- 
gated shell structure composed of a long 
cylinder, a double cone and a spherical cap. 
Some details of the shell construction are 
shown in Figure 2.    Because of the longitudinal 
separation Joint the presepareted fairing is 
not axisynmetric. The Joint itself has no 
moment carrying capability. Along each side of 
the Joint runs a stringer to provide edge 
stiffening. Thus after separation the fairing 
halves are composed of ring-stiffened half 
shells with longitudinal edge stiffeners. The 
base ring at the open end of the cylinder Is 
made relatively stiff both to prevent excessive 
motion of the bottom corner of the fairing and 
to distribute the hinge loads. Both bending 
and torslonal stiffness of the post-separated 
fairing halves are rather low because of the 
open cross section. 

SOURCES OF FAIRING KXCITATION 

A number of loadings combine to produce 
fairing dynamic response after initiation of 
separation. The primary driving force acting 
on the fairing halves is produced by the pre- 
stressed thruster springs. The sudden release 
of the stored energy produces breathing and 
twisting motions In the fairing halves. 

A contained pyrotechnic explosive which 
separates the fairing from the booster and 
"cuts'' It Into two sections produces an Impul- 
sive loading. This loading may be radial or 
tangential depending on the Joint design. 
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(a) (b) 

Pig. 1.   Spue Vehicle with Sep&nbie Fairing 

/K 
Separation Joint 

■Orthotropic Shell 

Internal 
Rings 

fl«. 2. 

Hinges 

^Stlffenlne Hin« 

Section AA 

Thruster Springs 

Base Separation 
Joint 

Detail at Base of Pairing 

Space Vehicle Fairing - Construction uetalis 
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Angr «nraelabl« «■aunt of oaeiUstoqr or 
tnaslwt ■otioo at the boost» during wmjßx*- 
Xioa la ttwHBlttMt throutfi tb« hinan to pro- 
due« a "ftouatetiaa «xeitfttlOD" «sting on the 
f »irtng helve». Sueh • vehicle exeltatlMi ajr 
V ^jased hy reelduel oeelUatloo «fter engla* 
V'XdoB or hr eonttol qratcei llalt «qrellng. 

In addition to the above, a ■ore subtle 
exeltatlOB of the fhlrlng can occur. During 
accent the launch vehicle reaches supcracalc 
veloelty thronet the ataosphere. As a result a 
strong bow shoekweve is produced at U» nose of 
the vehicle. Across this Shoeimave a large 
rise in teaperatare occurs. Because the tra- 
jectory Is curved and because of steering 
mneuvers, the vehicle aoves at an angle of 
attack through the staospbere causing the beat- 
ing to vary significantly around the clreua- 
ferenee of the vehicle, the resultant teapera- 
tures in the fairing are a function of the nasa 
and conductivity of aetal involved in aiqr one 
area» theanal resistances between asscabled 
parts, and surface reflectivity of the fairing 
surface. In addition to varying longitudinally 
and clreunferentlally the temperature of the 
fairing varies radially between the outer skin 
and the Inner flange of the rings ereatlng 
gradients across the ring-skin coaiiisatlon. 

Heating produces deflections and distor- 
tions in the fairing as veil as internal i>re- 
stresaes. When the fairing is separated into 
two halves the sudden release of the thersial 
prestresses prMuces significant tynaalc 
excitation. 

Prestrcssing can also occur because 01 
oanufacturlng Imperfections and assembly 
procedures. This type of prestress is largely 
controllable or correctable. 

mnncAMAUSis 

Significant laforaatloa eoocenlng fair- 
ing behavior during separation can be ohtalned 
through analysis of rigid fairing aodels sad 
noa-themal flealble fairing aodels. 

However, for large fairings (diasieters of 
8 feet or larger) all of the previously mention- 
ed effects tatst be considered. Vor this purpose 
a finite element model of the fairing is most 
suitable. Such a representation la capable of 
taking into account various feature« of the 
fairing configuration and construction as shown 
in Pig. 2. She model can be used to deteiaine 
nodal behavior of the ccaplete, preseparated 
fairing. More importantly the nodal behavior 
of the postsepaiated fairing halves (Fig. lb) 
on hinges sad sprlnga can be calculated. These 
modes include asarly.rjgld rotation about the 
hinge line, bee» motion, torsional motion, <*nd 
shell modes of the half cose-cyllnder. 

The influence of ascent heating which pro- 
duces deflections and interwi stresses in the 
fairing requires a further, «ore sophisticated 
analysis. For this problem the finite element 
mudel of the fairing is altered to permit 
thermal static calculations. Deflections of 
both the preseparated, complete fairing and the 
postsepomted fairing halves must be considered. 
Once the thermal static deflections of the 
fairing have been calcilated it is pcsslule to 
fomilate a thermal initial condition for use 
in the postseparation dynamic analysis. This 
analysis and the results obtained are discussed 
in the following sections. 

600- 

i»oc- 

K20t' 

MaxirouH 

------   Minimum 

y. 

\^r. 

i.Q. 4L 
Max. Temp. 

(b) Circuiiifcrcntial Tanperature 
Distribution Function 

0 .2 .1»       x/L     -ö 'Ö i-0 

(a)  rxmpiitudlnuJ  Tanperature Distribution 

Fig; 3    -    Fairing Temperatures at Separation 
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As previously ■entioMd, becuus« of angle 
of attiiek histories «ad steering msneuvers, the 
fairing experiences «synetile heating eireia- 
ferentlalljr. Due to the existence of localised 
heat sinks, i.e., rings, and thenml resistances 
between the eorrueatioa sheet, face sheet, and 
ring flanges, there are also taaperature dif- 
ferences betveen the shell and ring Inner 
flanges at the tine of separatioo. typical 
longitudinal and circuaferential tenperature 
distributions are shown in Figure 3. 

The longitudinal distribution changes 
radically at the cone-cone and cone-cylinder 
Junctions and varies gradually alcng the length 
of the cylinder. The circuoferential distribu- 
tion is specified by a naxi&^a and minioMB at 
each longitudinal station. A nonallzed circum- 
ferential distribution function vhlch nay vazy 
at different axial stations can be used to 
describe the skin temperature variations at any 
circumferential location. 

Radial temperature gradients can be speci- 
fied by defining a second layer of temperatures 
over the entire fairing in the same manner. 

A circumferential distribution of tempera- 
tures is shown In Fig. k.    In Fig. l*a the 
maxlnicn tenperature point (windwind point) lies 
in the separation plane of the fairing. Note 
that although there is only one maximum, two 
mlnl-nums occur at about 120* from the windward 
side. Fig. Irt) shows a case where the windward 
naxlmuw temperature point occurs at an angle to 
the separation p.lane of the fairing.  This is 
termed a skewed temperature distribution at 
skew angle y> . 

The temperature distributions shown in 
Fig. 3 cause thermal deflections and stresses 
vhich in large part are relieved at separation. 
To limit the scope of this paper, dynamic 
response due to circumferential skin temperature 
distributions only will be treated. Radial 
tenperature gradients will be assumed to be zero. 
Dynajr.lc response due to gradients Is equal1/ 
Important and can be treated in a similar manner. 

Without considerable experience with behav- 
ior of structures under non-uniform heating 
conditions, it is difficult to predict or to 
evaluate the behavior of the fairing under the 
temperatures of Figs. 3 and k.    However, consid- 
erable insight into static behavior of the 
fairing subjected asyrmetrio heating can be 
gained by decomposing the circumferential 
ttsnperature distribution of Fig. k  into Fourier 
component distributions and considering tl.e 
effect upon the fairing of these individual 
simplified distributions. Because the problem 
is assumed to be mathematically linear the 
deflections produced in th^ fairing by the In- 
dividual Fourier component temperatures can be 
r':combined to yield the fairing response to the 
original temperature distribution. Any arbitrary 

elreuafaratt4«! distributim of ttp—tuw 
be «xpudad In * «ale« et »torn mot eoalae 
diatrlbntices. 

Hoh ooO ♦ b. sin 0 ■» «. cos 2C Bo*-l 
♦ b, «in 20 ♦  Ibeae eaaponait 
distributions are shorn in rig. 5. The first 
or xeroth cosine eoaponent is a constant tCBper- 
ature rise circuaferentitUy. fig. 3 shorn tills 
to be the Major part of the elevated tasperatare. 
In the ease of a eonstant elrcwfercati^I 
tenperature, the fairing (assuring a unlfom 
coefficient of thenaal exuusion) gran radially 
and longitudinally without other distortion and 
without buildup of Internal stresses. Bile 
eoaponent distribution therefore kas neglibible 
effect upon the separation process. 

The cos 0 and sin 9 cooponents each 
produce a transverse bending of the fairing as 
a beam. This bending always occurs away fron 
the waxiwrsn temperature point. In spite of the 
fact that the fairing is distorted, no internal 
stresses are built up. Therefore, if toe pre- 
separated fairings were heated with either of 
these two temperature components and then 
separated, the fairing halves would not be 
excited dynamically.  Hius while this is the 
most visible part of the prcseparated thermal 
response, it has no significance in determining 
post separated dynamic behavior. 

The cos 29 component is symmetric with 
respect to both the separation plane and the 
perpendicular "backbone" plane.  If the co- 
efficient of the cos 28 component is positive, 
the separation edge? cf the half fairings are 
raised in temperature while the backbones are 
cooled. Because of differential «pansion and 
contraction longitudinally, the pose separated 
half fairings would like to bend away frcm each 
othar, as shown In Fig. 5. However since prior 
to separation the two halves are attached, they 
react on each other and essentially no distor- 
tion occurs. Sizeable internal prestresses 
however do build up. If the complete fairing 
were heated with tnis component and then 
suddenly separated, the fairing halves would 
vibrate about their postseparated static 
equijibrium positions. 

The sin 28 component shows slrnllar behavior 
except that this component represents a distri- 
bution skewed k^°  with respect to the separation 
plane. In fact this distribution is antl- 
syTFiRtetrle with respect to both the separation 
aril backbone ] lanes. Because of the two planes 
■'•'' rjyr'jr.etry of the fairing, the resronse is aiso 
'i.iMsynur.etric with respect to both planes. 
r'ore separation the twe haJves of the fairing 

react on each other t^ effectively prevent dis- 
tortion. The separated halves under this 
distribution move sideways and twist as shown 
in Fig. 5- This Fourier component ia particu- 
larly significant in reducing clearance between 
the fairing and the enclosed spacecraft. Higher 
orier Fourier components show similar character- 
istic behaviors which become more localized and 
1 -ss significant for overall fairing motion. 
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Figure 5 Fourier Corajjonent Tcmpemtures 4 Deflections 
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Figure 6     Pairing Themwl Static Deflection - Isometric View 

(a) Preseparated (b)l'ostseparated 

Figure 7    Fairing Thermal Static .'Jenection - Top View 
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CoMlAar nov tte ttanail statle daClactioB 
«T tiw fkirins unter ttw aagmeatrle fnnwitun 
distrfbutloB of n«. 3 aetta« »t • 80* «kw 
anil*. 1B neon 6» • tag— (UMiwInmil 
•eboHtie dnwlng of the telrlag is ahoHii. Mm 
thia peeatsmnfA failing is aubjaetad to 
aaywtrte boatine* the jaiaeipal daflaetloaa 
are longitudiaal growth and a "hotdog" tarpe of 
bentorer amgr from the hot, wlateard aide. la 
aMittwi, internal preatrcsaes are ereatod in 
the fairing. Thie la graphlcaJly Ulustzmted 
in Fig. 6b. Ihia figure atom the static 
eqiillibrluB of the two poataepsrated fairing 
faalvea under the ssae tc^eraturea.  Ihese two 
halves could be brought back into Juxtaposition 
by application of edge forces equivalent to the 
Intenjü. Joint stresses in the presei£«'*ted 
Tairing.  Figures 7a and 7b show an end view 
of the pre and postseparated fairing under the 
sane tcagieratuT* distribution. It la further 
poaaible to look at the deflectiona at angr 
noss-section of the fairing as in Fig. 8. Ibis 
tigure ahows the original poaition of the eroan 
section of the cold fairing, the corresponding 
position of the heated presepantted fairing and 
the positions of the two poatseparated fairing 
halves. Additionally, the spacecraft envelope 
at tills cross-section Is shown. All of the 
deflections as well as the spacecraft clearance 
have been multiplied by <% tactor of 2 in the 
figure. 

Pig. 8 - Pairing Obenal Static Deflection 
Crossectional View 

Figure 9 illustmtea more clearly the 
influence of the skew angle. Rila figure ahows 
the displacement of a fairing cross section 
before and after separation under two different 
heating conditions. In Figure 9a the static 
deflection of pre and post-separated fairing 
sections are shown when the effective windward 
generator is in the fairing separation plane. 
Figure 9b depicts the corresponding deflected 
positions when the windward generator is 
rotated out of this plane. With the ä'.'.ev angle 
zero the symmetric temperature distribution is 
aligned «rlth a plane of synmetry cf the fairing 
and the displacements are also symmetric as 
shown. Nute that the windward edges of the 
fairing move Inward towan? the spacecraft 
before separation and move In slightly farthe- 
after separation as well as springing outwnrd 
tangential ly. 

The behavior of the fairing under the 
skewed temperature distribution of Figure 9b 
is more serious. Here the heated preseparated 
fairing moves away from the maximum temperature 
point a» expected. Upon separation one 
separated edge moves Inward, the other outward. 
The edge which moves inward can cause serious 
loss of spacecraft clearance. 

Joint 

Separated 
Position 

Aj = Preseparation Deflection 

Aj c Postseparation Deflection 

(f> c Skew Angle 

^3 = Maximum Temperature 

Fig. 9 - Influence of Skew Angle on 
Pairing Deflections 
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the tasie mpproatih to the tynutle reapome 
waOysia of the fhlring under the thenml pro- 
•treM eoBsiate of comtidering the probleo as 
pcimrUf a Jineer, fine rflnrntion pntblei with 
■pacified Initial diaplaeownt and veloeltj 
eonditiflos, and with tSmt-ntxylag excitation 
provided only hgr booster txaosient notions, 

Otis is accaq>lished as follows: Dlsplaeenents 
(ttftQ of the fairii^f neashred with reference 

to a fixed coordinate «ysten, are deeaqposed 
into three parts 

lutt)) • {tt, t«}* M ♦ {*«)!   (1) 
Here (u^tuj represents rigid body notion of 
the fairing produced by "base notion" of the 
booster. During separation this notion is 
tracmltted through the hinges and thruster 
spricgo. Hie second caeqponent (tt^) Is measured 
fron the unlonied static eq^illbriun configura- 
tion of the postseparated fairing with no "baso 
motion" present. In this equilibrium position 
the thruster springs are not prestressed and 
the falrlne Is at a non-elevated reference 
temperature. 10 obtain displacements {Uft) ( 
the lower end of the thruster springs are 
moved to the prestress position. Since the 
fairing halves are free to move, this does not 
prestress the springs but causes the fairing 
halves to rock bacicward on the hinges to a new 
equilibrium position. The fairing is now 
heated to the separation temperatures and 
additional deflection of the fairing occurs. 
The resulting combined deflection configuration 
of the fairing from its original equilibrium 
position is designated as (Uft) 

Consider next that the edge forces are applied 
to the longitudinal and base separation edges 
to bring the fairing halves together in their 
heated, preseparated equilibrium position. This 
displacement configuration is designated as 
(UA) and is the sane configuration as Is 
obtained by heating the preseparated fairing 
and prestressing the thruster springs. 

The vibration problem in terms of the unknown 
flexible dynamic component {H of Fq(l) can 
now be expressed as 

[M]{tiU[t)]{4)+wtü^-[M](ü.i(y) 

(ülo)} -. M -{uB) 

{UU»} -.   {ud 

(3) 

CO 

Tn these equations [W], [ O ],at»d [ K ] are the 
mass, damping, and stiffness matrices respective- 
ly, of the fairing finite-clement model. The 
time-dependent excitation which appears on 
right hand side of the  differential equatic. 
the result of specified base notion of the f-i 
inc. The displacement initial condition 

IndudM, as described above, ihn effects of 
both thruster fertag prestress and thanal pro- 
stress. Ute veOoelty initial eonditloa In 
produeod by the Impulsive loading o£ the pgnro- 
teehnlc ■bock applied at the separation edges 
of the fairing. 

The equations above can be tzanafonaed to modal 
coordinates. He nave 

{tM«) * [#«] {frttJj (5) 

ft«} »ter'W [*»]{*«}       (9) 

In these equations [^R] represents the matrix 
of rigid body modes of the fairing while the 
normal modes are iesignated by [$] .  The 
corresponding generalized coordinates are Itg 
and H . 

In the differential equation, fßj and fJJ 
andfuj*^ represent the generalize mass, damping, 
and frequency matrices where 

(10) W-  [0]T[M][0] 

m -■ wT [Die*] 
(■latrlx [5]   is defined as 

[S]   --    [«]T [M][^] 

(11) 

(12) 

and represents the inertial coupling between 
the constrained normal modes and the rigid body 
modes. 

With the required information concerning the 
structure, the initial conditions, and the base 
motion available. Equations (7-9) can be solved 
for the modal response of the fairine. The dis- 
placement response then can be obtained from 
FqB. U)j (5)> and (6). Internal stresses and 
constraint forces (in particular, hinge loads) 
can be post-calculated utilizing the finite 
element model. 

This is a straight forward procedure that works 
In certain cases. However, there is a najor 
complicating factor. The complication can be 
seen by consideriin; Fly. lO. This figure shows 
fairing separation at three different tempera- 
ture s;;ew angles (cf Plf;. '4). Consider first 
se; aration at a •jo'  s/ew incie (Fif;. 10a.) 

Tn this c^se, the ; ontseparated «jui.l ibriu-i of 
tr.e fairing unJer i.eatlnij and witii the tiirus'-er 
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(•i)   Skew Angle 90* 
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L^d 
(b)   Skew Angie 0* 
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(c) Ckerf Angle 'ij1 

Fip.   10       Kilrlng Separation Interference F'roblens 
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relaxed would be as shown la aketeh 
{2) of mi.  10a. The base of thr fltlriag halves 
is roeiced taei'.ward on tue hii^es but the fair- 
li^s are bowed Inward by the heating. However^ 
when the presepKrated fairing 1« suddenly re- 
leased and begins to nove dynonleally, the 
contribution of tbf esdes associated with 
bowing predcalnate initialiy (being higher in 
frequency than the racking frequc-^y on thmster 
springs). Die fairing halves would like, there- 
fore, to behave as la «Mtc. (3) with their 
centers of nass relatively stationaiy. Howewar, 
Ute two halvrc Interfere with each other at the 
forward esd and the result is an initial Motion 
slallar to siceteh (%). The equllibrliB for 
Ulis notion is aot that shown la sketch (2). 
Eventually the rocking code coses into play 
sufficiently to separate the fairing halves, 
but the subsequent eotioR ray be quite different 
than if no interference between the fairing 
halves had occurred. 

At a 0* skew angle the po8tsex«rated equilibrluB 
position is as shown In ^Ketch (2) of Fig (10b). 
The fairing has a banana-peel aipearance—just 
the opposite bowing from the JO*  case.  The 
postsejarated «lynanic notion cf the fairing 
without Interference would involve cotlon as 
shown in sketch (3). Because of interference 
between the two halves and also at the base of 
the fairing, the initial ..-otlon Is sr.ore as 
pictured in sketch (**), with an unzipping of 
the fairing, starting at the tip and  vroceeding 
toward the base. This may occur rather rapidly 
followed by base interference of longer duration 
(aJl relatively of short d^irution, of course). 
Aij^in the subscqurnt notion about the equilibrium 
of sketch (2) can be drastically affected by the 
interference 

Finally, consider the case of a Uj'  skew angle. 
T-.e sketches of Fig. 10c show in this case a 
view of the fairing with the separation plane 
in the plane of the paper. In their post- 
separated equilibrlua position, the fairing 
halves are rocked forward toward and backward 
away fron the viewer. In addition the fairing 
halves are bowed sideways, a;; shown in sketch 
(?). As in the other cases, upon sej-aratlcn 
the falrin/; halves initial ly would like to rr.ove 
toward ttw positions of sv.etch (3). They are 
ireve.ited fror, this by in interlock ring at t!ie 
Toivard end of the fairlaj and interference 
occ.rs as in sketch {'i). •"•Ventaal^y l.eciuse of 
Ih.e roe;lag motion of the falrint; the forward 
end of the fairlngcc-ps unlatched and motion 
toward the equilibrium of s .etc-n (C') occurn, 

Hecame of the interference Just described, the 
boundary conditions on the fairinc halves vary 
durinc the separation ;roces". The fairing, at 
any instant will move toward an equilibrium 
josition corresponding to the current boundary 
conditions. ?'or example, in Fi^. 10a, the 
fairing first moves toward the equillbrium 
asHociated with a nose tip constraint. At a 
certain time, tended the transition tir.e, the 
fuirlng suddenly starts rr.ovlnfj toward a new 
tin free equiJIbrlum condition. 

(13) 

{Ik) 

(15) 

(16) 

The ■nvoaeh used to aoltrt this pnblcB la to 
tttlllse Btnatlona (l) - (12) prcMotcA previoua- 
ly but t' raltor certaia ot the eonatcalnt 
foreea.   Hien the truwltlon tlae occurs, as 
signaled by a ehaoRp in sign of these farcies, 
the calculation la stofipsd and the jctiblea 
relnltiallsad, ualng nsw fUrlag aodas and a 
neu cqulllhrlisi condition.   Ihe saleulatlioa la 
then resvsMd.   Als pnema can be repeated 
several tines, it several timasltlons occur or 
to slMüate a ccntlonous variation la the con- 
straints on the Cairing. 

Ihe equations for the 1     phase of the nuttoa 
can be expressed as follon: 
For tlao Interval    %{., * I * li 

hi (ti.,))»tuV [^[MllWt*^!-W)(17) 

Hi Hi;)) ■- f «iJ'' »if [»»H* «i-.)) (16) 

The notation lb these equations Ja the some as 
used previously, except that subscripts i have 
been added to ind'ea'e the particular phase of 
the separation process being considered. 

As can be seen in Pig. 1C, which conslacrs only 
three illustrative cases, a variety of inter- 
ference problems may require evaluation. For 
many of these, the transition time is not 
inmediately obvious. In particular, when a 
continuous change of constraints occurs, only 
an approximation to the actual motion can be 
obtained. 

Consider the case of Fi^-ure 10b where fairing 
interference with the base occurs. ■> .dcabllsh 
an analytical basis for boundary coiidltlon 
change and to have a single criteria to monitor 
it can be assuned that when the moment produced 
by the base reaction forces about the axis con- 
necting the hinges etianges sign, the base 
boundary conditions should be switched from 
constrained to free. 

Tne base moment can be calculated directly by 
determination of tho base constraint forces and 
Integration of their moment about the hinges. 
Alternatively, and perhaps more conveniently, 
the moment equilibrium about the hinges shows 
that this base moment ^Mj is equal to the 
moment of the inertia forces acting on the fair- 
ing minus the moment of the thruater spr'ng 
forces. 
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mnaac wuaaum 

(19) 

(20) 

abcnt 
•a* (15), *• 

rotetloa aodc 
use of Bta {Ik) 

obtelB fin* the baee aoeent 

ft la aatrlx ratatlon 

(#llj la the rleld body 
the hinge line. Ihklag u 

15), m en dbtala «or the 

ere 

i-'KrwKj     («) 
and 

WM^Mf*] (23) 
TM« ftaa for the twee mmmt is «ore directly 
auitable tar detemlnatlon In connection with 
the dynmle response ealeulatlOB. 

In the ptrevlom seetloi^ several apaelal 
of fairing «epunatlon «ere oansldcred.   A 
lllus«r«ted *ar n«sre 10^ «wee laeladad 
atnre dlstrllNitlflB skew saglM of 0*f %5% aaA 
90*.   In cnetlce these fereelse wrtttlans 
seldoH occur.   ffptemUj, on an ascent trajee- 
tmy, because cf diaparslon the wlnteud 
generator nagr lie aagrubere within 15* of the 
nontaal locatioB, whldi ia uaualljr itself 
skewed.   She notion at aiMtrazy akew angle 
reetafcles a coaMnatlon «f those eases dlscwssad 
prewlously, with the Inflnense of the sin 20 
and cos 30 conponsnts donlaatlBg the reaponse 
fron the point of view of clcannee redaction. 
h tarpleal case sight be a 5* noninal akew 
angle, with a aaxinun   possible skew of 30* on 
a dispersed trajectory. 

Consider then the eaae of a 20* skew angle. 
Figures 6 tiirougte 6 have alreac^r Shown tise 
corresponding pre and postseparated fairing 
theneal deforaations.   Figure 11 displays the 
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(«dial aotioa of «a edge point of ttaa poot- 
MptiAtod fklrlag.  Ihia point is located 
xon^Ur at tbo ai^oint of tbm fairing'« carila- 
drlenl »actloa. lb« r«<pon— eonoldered in tbis 
tiga* im du« to ttanal efttet« and tfaraater 
protm« only (no baa« aotioa or {grroteehnle 
«took). 

The tire dlsplaeaaent blstories of flgur« 11 
rapwent two linear and three bl-Ilnear dynaaie 
reapooae ease«. The linear eaeea correspaui to 
the two extrtae base conditions. Itese are (l) 
the fairing Is free of interference constraints 
tteoughoat the aotioa» and (2) the base Is 
penanantljr constrained asalnst tnaslatlonal 
dlsplaetaeats. 

the three bl-llnesr cases represent response 
with txaasitlon trm constrelned to free-base 
condltiona, occurring at different transition 
tines.  As explained in the previous section, 
the noaent of the base constraint farces is 
■ooltored for a change In sign. If the tine at 
which this occurs is designated as tg, the three 
bl-linear cases of Figure 11 correspond to tran- 
sition tines of tfp 0.3 ty,  and 1.6 tjj. Several 
transition tines are considered because basing 
transition on the total base aaaent is only an 
approximation. The postsepsrated base Joint can 
take compression but not tension. Because of 
the skew angle, the fairing Is excited in 
torsion. Consequently, the fairing upon separa- 
tion first pushes against the base on both sides, 
then liftb off or. one side, followed by liftoff 
of the other side, and complete sejaratlon from 
tht base. The base mosent is therefore only an 
apjroxlnate measure of the base constraint. In 
Ficure 11, t^ occurs at O.Oo second. 

It Is remarkable that while the first phase 
motion lasts less than 0.1 second (cor.pared to a 
time cf nearly 1 second cons'.dered in Figure 11) 
it produces draratle changes in the overall 
responc». The explanation of this lies in two 
facts: ;,i) the base-constraint causes nore of 
tiie stored potential energy to be fed into the 
low-frcf'uen^j antisyrmetric, torsjonal and side- 
way modes than Is the case for a free-baGe 
initial condition and (2) the frequencies of the 
lowest antisyainetric modes for a free-base con- 
dition are lower by a factor of rjix than t'-.e 
corrcaiionJing codes for the base,--constrained 
fairing;, Thun in the bi-ilntar case, vr.orc the 
bane of tht fairing is inltia.iy constrained, 
wore energy is fed Into trie aritisyn.i.-tric i.odco 
of the fairing, which contribute :nost heavily to 
the radial edge motion shown in Fi^re 11.  Durlnc 
first i hase motion the velocity of t .cr,<; rro'tcs 
buli'JG iiT) injjidiy. At transition i f;irt' er 
ami.I if i cation oc; irs. Tiie Kinetic entrjiy of t.e 
1 ov-frequency antisyir^ietric rodos is trai sfcrred 
j.rinarily to the corresj-ondlnf; mode» of t.'.e 
fairing with an unconstrained base. However, 
becauae these B'odes have r-.uch iowor frequencies, 
tiie s'ur.e ener-y is reflected in much higher 
anplitudon. 

to UlnataRKte this point, a reriew of «a actual 
exH^dc Is eoovenient. Flur a «poclfle fairli^ 
the lowest two aatlaynnetrie nodes contain 1.$ 
and 7.3 in-lb of potential energy sben the linear 
«•«unption 1« u«ed for the dj/vmtlc response 
eoaputatlon. That is to ssy, the fairing base 
la assiBMd to be freo at the Instant of «epara- 
tlon. Most of the stared energy goes Into 
hinter node« which nay be «ynaetrlc or antl- 
apnsetnc with respect to the fairing's planes 
of aywtvy« On the ether hstslj when the sane 
fairing starts Its aotloo with a constrained 
base, the lowest antlcyneetrlc node contains 
1*10 in-lb of potential energy. Wien boucdazy- 
eonditloo transition occurs, tills energy is fed 
into antitycaetrle post-timnsltion notion of the 
fairing. 

Moreover, since tiie expansion of the first son- 
etralned-base antiayaaetrie node in tens of 
unconstrained antisywetrlc nodes is prinarlly 
a linear conblnation of the first two of the 
latter nodes, a substantial part of the energy 
goes Into these two nodes.  Specifically, in 
the exanple under consideration, the transferred 
energies are 23.5 and 39 in-lb. Ibis is, 
respectively, 17 and 5.5 tlues the energy that 
Is stored in these antisynsctric nodes in the 
linear case. Thus the bi-linear response 
computation shows an 'overshoot'' factor of about 
five with respect to the linear response. 

These dynamic response studies indicated that 
since the base constraint condition has SUCH a 
dramatic effect on clearance between the fairing 
and spacecraft, it is advantageous to fiy 
trajectories where the windward generator has a 
'JO*  skew angle with respect to the separation 
plane. While this condition, as was described 
before, produces interference near the tip of 
the fairing with the potential of binding, it 
causes very i ittle reduction in spacecraft 
clearance.  Knowing about the interference 
forces allows one to design for then, arall 
assist springs placed at the tip of tin   fairing 
and low friction sloping surfaces at tne contact 
joint are used to eliminate the possibility of 
permanent binding. 
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onuNic mvE PBOPAGMFIOM in TSMISVERSE LAYERED OQHPOSITBS 

C. A. Ross, J. E. Cunningbaa, and B. L. Sierakomki 
Aerospace Engineering D^artnent 

Oniversity of Florida 
Gainesville, Florida 

A aethod is developed for experiaentally determining 
stress pulse attenuation across a single oonposite laaina 
in a solid epoxy rod. The attenuation factor is found to 
be a function of the initial pulse shape and aaplitude. 
Experiaental results are compared with an analytical aodel. 
The practical iaplications of the initial results provide 
an insight into the prospective fracture/failure damage 
occurring within composite materials subject to dynamic load. 

INTRODUCTION 

One of the principal problems 
encountered in dynamic loading condi- 
tions is that of determining how short 
duration pulses are propagated through 
solid materials. That is, in impact 
processes, energy can be transmitted 
large distances from the point of 
impact by stress waves which can pro- 
duce considerable damage at remote 
distances from the impact point. Thus, 
in order to predict and control the 
type and extent of the fracture phe- 
nomenon, as well as other forms of 
damage occurring during impact and 
impulsive loading processes, knowledge 
of the behavior of stress waves in the 
material is of importance. 

In recent years, considerable 
attention has been focused on the 
potential use of composite type mater- 
ials for various design applications 
due to the wide flexibility offered for 
materials selection to fit a particular 
design application. While considerable 
investigation of the behavior of 
composites subjected to static loadings 
has been reported on, less attention 
has been devoted to studies associated 
with predicting the behavior of 
composites under dynamic loadings. 
Thus, while such questions as speed, 
attenuation, and dispersion of stress 
waves in homogeneous metals have been 

investigated, less knowledge is avail- 
able on the behavior of such waves in 
composites. Some initial investiga- 
tions into the behavior of stress 
pulses in axially reinforced rods have 
been studied experimentally by [1,2], 
in layered plates by (3,4] and in 
bonded rods using dissimilar materials 
in [5]. 

In previous investigations the 
attenuation/dispersion of stress pulses 
due to impact in long uniaxial compos- 
ite rods has been found to be dependent 
on many parameters such as pulse 
length, specimen geometry, irxtial 
pulse amplitude, initial pulse shape, 
and volume fraction of the reinforcing 
constituent [6]. For monolithic 
materials, where internal friction is 
low, pulse height may decrease due to 
dispersion of the pulse and in mater- 
ials where internal friction is sig- 
nificant, pulse height change can be 
attributed to energy loss as well as 
geometric dispersion.  In composite 
materials the effects of the constitu- 
ents as well as the overall synergistic 
effects can be of Importance. Further, 
stress pulse propagation in trans- 
versely reinforced compositas is 
further complicated by the reflection 
and transmission of the pulse at the 
interfaces of the matrix and composite 
lamina. 
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In the present paper studies of 
tits attenuation/dispersion -lue to 
lapact generated pulses as opposed to 
dispersion of ultrasonics with changes 
in frequency is investigated. The 
basic objective of the present research 
is to study the effect of a single 
transverse laaina on a stress pulse 
propagating in a sonolithic naterial. 
This objective was accoaplished by 
observing pulse anplituda attenuation 
in long rod speciaens containing a 
single transverse ooaposite laaina. An 
analytical prediction based on one 
dinensional stress pulse propagation is 
developed and graphical as well as tabu- 
lar results are presented. 

SPECIMEN FABRICATION 

Based upon previous experimental 
work and experience in fabricating a 
stainless steel filaaent epcxy natrix 
coaposite system (2,6,7.8], this type of 
composite was chosen as the basic exper- 
imental model. The long bar specimens 
were cast in a mold designed to 
accommodate a gate with attached wire 
grid as shown in Fig. 1. The grids 

parts, by weight, of resin. The resin 
was preheated to 1S0SP then thoroughly 
mixed with hardener and degassed in a 
vacuum (one inch Rg) for twenty minutes. 
The mixture was then placed in the mold 
and cured a* 150•F for 3 hours. Upon 
removal .rcm the mold the specimen is 
machined to a 0.35 x 0.35 inch square 
cross section rod. A schematic of a 
finished specimen is shown in Fig. 2. 

Strain Gage 

Fig. 2  FINISHED SPECIMEN 

EXPERIMENTAL PROCEDURE 

Wire Grid 
Gate 

Fig. 1 MOLD ASSEMBLY 

consisted of continuous strands of type 
304 soft stainless steel wire.  (The 
grid was wound on the gate using a lathe 
assuring proper spacing of filaments. 
This procedure resulted in a known 
volume fraction of filaments within the 
given lamina.] Further, the grid and 
mold were cleaned and degreased using 
trichlorethylene vapor before casting. 
A mold release agent was applied to the 
mold and additional cleaning of the 
grid was accomplished using a dilute 
acid solution followed by a neutraliz- 
ing agent. 

The epoxy used as the rod materi- 
al was Shell Epon 828 resin mixed with 
12 parts of shell 400-A hardener to 100 

The finished specimens were 
instrumented using BLH FAE-06J-1236 
etched foil strain gages, as shown in 
Fig. 2.    The active gage was placed in 
a bridge circuit as shown in Fig. 3. 
It was found necessary to limit the 
current in the strain gage to less than 
five miliamperes due to the low con- 
ductivity of the epoxy. Small ampli- 
tude square pulses were generated in 
the specimens by impacting it with a 
three inch long epoxy projectile of 
the same cross sectional dimensions as 
the specimen. Pulse shape and wave 

Current 
Limiting 
Resistor 

Active 
Gage 

-t- 1.5v 

120: 

To Oscilloscope 

Fig. 3   STRAIN GAGE BRIDGE CIRCUIT 
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Strain 
Gaqe 
Bridge 

r>ual 
Trace 

Oscilloscope 

aanammaam 

B-B 

Fig. 4 
A-A 

SCHEMATIC OF TEST APPARATUS 

propagation speed were monitored using 
the strain gage output connected to an 
oscilloscope. A schematic showing the 
test apparatus is shown in Fig. 4. 
Preliminary tasts were performed using 
a gas gun, as described in 17], to 
propel a round projectile against a 
round specimen; however, the simpler 
system shown in Fig. 4 permitted the 
use of a square projectile and a square 
cross section rod. Most specimens were 
instrumented with two equally spaced 
strain gages located at both sides of 
the lamina.  In these cases the first 
pulse was used to trigger the oscillo- 
scope by the internal trigger mode and 
with proper adjustment the major por- 
tion of the pulse was recorded. The 
second strain gage was then recorded 
on the other beam and in turn gave 
pulse shapes both before and after the 
lamina.  Typical pulse shapes showing 
the initial compressive pulse and the 
first reflected tensile pulse are 
shown in Fig. 5.  Many reflections 
showing pulse height attenuation are 
also shown in Fig. 6.  The oscillo- 
scope traces were recorded using a 
Polaroid camera attachment. 

RESULTS AND DISCUSSION 

The pulse propagation speed was 
calculated using the data shown in 
Fig. 6.  Selecting the initial com- 
pressive peak as a reference, and by 
accurately measuring the rod length and 
time between peaks the pulse propaga- 
tion speed was calculated for the 
second, fifth, and tenth traverses of 
the rod.  These results are given in 
Table I. 

Fig. 5  INITIAL COMPRESSIVE AMD 
TENSILE PULSES. BEFORE AND 
AFTER LAMINA. 

Reproduced from 
betl avaiUbl« copy. 

Fig. ATTENUATION CURVE 
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TABUS 1 

Ivol. Fraction 
of LMina and 

1 Fibers/Inches 
■ Nave Speed 

in/eec 
0 x 102 

1/in 
a x 102 

1/in 
o. x 102 

1     3l/in 

 1 

e x io2 1 
1           Ot 

1           0 
2 
5 

10 

72,200 
72,900 
73.900 

0.181 
0.162 
0.149 

0.147 o - *         j 
1         20% 

I          32 

2 
5 

10 

71,900 
72,800 
73,800 

0.203 
0.175 
0.162 

0.159 0.012 0.336 

30% 

48 

■    —       *- 

5 
10 

71,800 
72,500 
73,600    j 

0.221 
0.185 
0.168 

0.164 0.017 0.475     1 

j         50% 

j          80 

2 
5 

10 

71,700 
71,500 
72,300 

0.234 
0.192 
0.173 

0.169 0.023 0.645 

78.5% 

1        125 

2 
5 

10 

71,100 
71,400 
72,100 

0.241 
0.201 
0.182 

0.178 0.031 0.870 

The amplitude attenuation D is 
defined as the natural log of the pulse 
amplitude ratio divided by the rod 
length traversed between the two pulses. 
Using the rod length and the initial 
pulse amplitude the attenuation is 
defined as 

n 2nl (1) 

Amplitude attenuation values as 
defined by Eq. (1) were also calculated 
for n = 2,5,10 and are given in Table I. 
This same data is shown in graphical 
form of Fig. 7. These data points may 
be fitted to an analytical curve given 
as 

D(n) = Ye'8n + o (2) 

Calculated values of a are given in 
Table I and indicated on the right side 
of Fig. 7. The variation of the ampli- 
tude attenuation factor D with n is 
considered to be related to the dis- 
persion occurring in the high frequency 
components of the square pulse during 
the first fev, reflections. This dis- 
persion may account for the increased 
pulse propagation speed with increasing 
number of reflections as seen in Table 
I. The aforementioned dispersion 
phenomena has been obtained experimen- 
tally in the boron epoxy specimens 

described in [9]. 

The differences between the 
attenuation numbers (D and a) of the 
monolithic rod and rods having composite 
lamina are assumed to be attributed 
solely to the lamina, i.e. any attenua- 
tion due to geometry and end effects 
would be present in both type specimens. 
Based on this assumption the attenuation 
of the pulse upon passage through the 
lamina is defined as 

(a.- a U e (3) 

The attenuation factor 6 is de- 
fined in this manner in order to elimi- 
nate any dependence on the reflection 
number n. Using the values of a for 
n - «• eliminates the first term of 
Eq. (2) end 6 may be redefined as 

P 
U, (4) 

Values of A are given in Table I 
and P/P0 as a function of the number of 
filaments per lamina are shown in Fig.8, 
The value of &  should be independent of 
the number of reflections for a given 
equal initial pulse amplitude and this 
may ba shown to be reasonably true, 
within experimental error, by subtrac- 
tion of the curve obtained for the 
epoxy rod from the curves of the rods 
containing a lamina. These results are 
omitted from Fig. 7 for clarity. 
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Fig. 7 ATTENUATION FACTOR D AS 
A FUNCTION OF n. 

JL X J 
0      SO      100      150 

Grid Wires Per Inch 

Fig. 8  PERCENT OF STRAIN AMPLITUDE 
TRANSMITTED THROUGH LAMINA 

AB analytical model based on one 
dimensional pulse propagation theory is 
shown as the solid curve in Fig. 9. 
This derivation is omitted fron the 
present paper for brevity. The model 
takes into account the reduction of 
pulse propagation speed with increasing 
filament content of transversely rein- 
forced composites as shown analytically 
by [10] and verified experimentally for 
steel epoxy composites [11]. The pre- 
ceding observation accounts for the 
analytical prediction of zero attenua- 
tion for a lamina having an area frac- 
tion of approximately 6£%. Duo to the 
difficulty in fabricating a specimen 
with this type lamina this point has 
not been verified experimentally. How- 
ever, experimental data for axial rein- 
forced specimens [6] tends to show a 
minimum value at approximately this 
same volume fraction. 

CONCLUSIONS 

In the current study it has been 
found possible to fabricate a simple 
single lamina specimen which can be 
used to yield useful data for investi- 
gation of combined system effects on 
pulse propagation in transverse layered 
composites. 

The one dimensional analytical 
model, advanced on the basis of experi- 
mental data obtained, appears to give 
reasonable results for the specimens 
tested and may be used to predict 
attenuation effects for composite 
materials such as plates and trans- 
versely reiTforced rods or beams. 

Fig. 

SO       100 

Grid Wires Per Inch 

ATTENUATION NUMbEP. FOR A 
SINGLE LAMINA VS. NUMBER 
OF WIRES PER INCH. 

ISO 

171 

L 



Baumvmx,  additional study and research 
is necessary before one ay adapt this 
■etbod to conposites having closely 
packed lamina. 

The practical inplications of the 
initial results obtained here provide 
insight into the prospective failure/ 
fracture damge occurring within 
ooaposite type materials subjected to 
dynamic loading. 
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NOMENCLATURE 

peak to peak amplitude of the 
initial compressive pulse and 
first tensile reflection, 
arbitrary units 

peak to peak amplitude of nth 
compressive pulse and nth re- 
flected wave, arbitrary units 

amplitude attenuation value, 
inches"! 

length of specimen, inches 

number of reflected pulses 

amplitude of pulse before passing 
through the lamina, arbitrary 
units 

amplitude of pulse after passing 
through the lamina, arbitrary 
units 

value of attenuation number D 
after many reflections (n - «), 
inches'^ 

number for solid epoxy rod 

number for rod with lamina 

arbitrary constants 

attenuation numbor for a single 
lamina. 

I 

n 

P. 

ß,Y 

5 
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R-W PLANE ANALYSIS FOR 

VULNERABILITY OF TARGETS TO AIR BLAST 

Peter S. Weatine 
Southwest Research Institute 

San Antonio. Texas 

This paper suggests the usd of a general equation for defining the 
vulnerability of any target to an air blast wave.   Engineers often 
determine a charge weight versus standoff distance isodamaae curve 
for complex targets by conducting many experiments.    Because the 
form of this equation is now known, many less experiments are 
needed.   This simple, but yet reliable, formula could also be used 
as a code for storing explosives in the vicinity of houses, highways, 
bircraft, etc.    Test data from a variety of different targets includ- 
ing aircraft,  cantilever beams, trucks, antennae, cylinders, and 
houses are used to demonstrate the validity of this equation. 

INTRODUCTION 

Whenever an explosive charge is detonated 
in the vicinity of an airplane,  house,  antenna, 
truck,  or other structure,  an air blast wave is 
emitted which is capable of causing significant 
damage.    Complex analytical structural analy- 
sis procedures do exist which can be used to 
estimate the level of damage imparted to a tar- 
get by an air blast wave; however,  the use of 
these procedures requires numerous engineer- 
ing assumptions with the inevitable consequence 
that they are used only to predict damage to 
rudimentary structural components such as 
plates and beams.    Provided that a complex 
target can be idealized as a plate or beam, the 
intensity of a blast wave which initiates perma- 
nent damage can usually be estimated by using 
analytical computer programs for structural 
response.    Whenever these programs are ex- 
tended to predict the magnitude of permanent 
deformation,  they become very unwieldly and 
generally offer only the crudest of damage in- 
tensity estimates when the struciure is com- 
plex. 

To circumvent these difficulties,  engi- 
neers often resort to experimental techniques. 
Tests are generally conducted by placing a 
charge in the vicinity of a target and detonating 
it to create an air blast wave which damages 
the structure.     Usually a team of "assessors" 
looks at the target and decides if it has been 

damaged so that it can not function.    If the 
assessors are evaluating the damage imparted 
to a house, they classify the damage accord- 
ing to different categories.    For example, the 
British |1] refer to such classes of damage to 
brick houses as-  A damage - complete demoli- 
tion;  B damage - 50% to 75% of brickwork de- 
stroyed or unsafe;  C damage - partial collapse 
of roof, partial demolition of one or two walls, 
load bearing members damaged;  D damage - 
minor structural damage, partitions and 
joinery wrenched; and E damage - 10% of glass 
broken.    A similar technique for characteriz- 
ing the damage imparted to -urcraft [2j has 
been used, the A through K k^ll categories.   If 
the assessors feel the target has not been ade- 
quately damaged to prevent it from performing 
a mission or functioning,  another charge is 
detonated at a location several paces closer to 
the target so that a more severe level of 
damage can be evaluated. 

The data obtained in these damage assess- 
ment experiments are visually plotted on a 
graph of standoff distance,  R,  versus charge 
weight,   W,    Ideally,  if enough data can be ob- 
tained,  the R-W curve has isoclines of con- 
stant levels of damage,  isoclines for A, B, C, 
D and E damage to a house or for A through K 
damage to an aircraft. 

Obviously,  cost is a serious drawback to 
this empirical approach.    A new target must 
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b« dunagod «ach time anetfMr dwrg• «wigbt 
is trisd «o on« can obtain an addittonal data 
point OB th« R-W cnrva.   Bocaoa« tft« target is 
«mwlly a con^laz «tractnr« anch as an air- 
plan«, truck, or antenna, the coats escalate 
rapidly as additfonal data points are obtained. 

The purpose of this paper is to present an 
equation which can be used to define the entire 
R-W curve for any structure, provided that 
three or more experimental data points exist 
which define a constant level of damage in the 
target's R-W plane.   Under certain limiting 
conditions, less than three data points can 
exist.   This equation has the form 

R 
AW Iß 

K^) TTT (i) 

where A. B, and C are coefficients to be deter- 
mined from three or more experimental data 
points. 

In subsequent discussion, we will show 
that Eq. (1) and special variations on it (such 
as when B° and/or C° are very small or when 
B6/W or C6/W2 ia very Urge relative to the 
other terms in the denominator) can be used to 
accurately define air blast isodamage curves 
in the R-W plane for complex target«. 

a rigid support by a spring with a linear spring 
rate, K.   At some time which we arbitrarily 
«01 call time aero, a transient force, pit), as 
shown in Fig. 1, is applied to die mass.   The 
farce will be characterised by its maximum 
amplitude. P, and a duratian of characteristic 
time, T.   We will assume that the maximum 
damage imparted to this system will be asso- 
ciated with the maximum deflection of the 
spring, Xgnax.   One obtains a solution for 
XnMX as a function of the outer four para- 
meters (M, K, P. and T) by (1) writing the 
second-order differential equation which de- 
fines the motion of the mass, (2) solving tide 
differential equation for its complementary and 
particular solutions, (3) substituting the bound- 
ary conditions for the mass being initially at 
rest into die equation, (4) differentiating the 
resulting expression to obtain the velocity 
which, when set equal to xero, gives the time 
when the deflection is a maximum, and (S) sub- 
stituting the time of maximum deflection into 
the transient expression for displacement to 
determine X,^^ as a function of M, K, P. and 
T. 

Unfortunately, an exolicit expression for 
^max c*n not **• written tecause this problem 
can not be solved by • closed form solution; 
nevertheless. Fig. 2 graphically presents a 
two-dimensional space which is a complete 
solution to this problem. 

THEORETICAL BASIS FOR R- 
RELATIONSHIP 

W 

To understand why Eq. (1) is appropriate, 
one must understand the concept of the pres- 
sure-impulse diagram (P-I diagram) as applied 
to the determination of isodamage curves for 
structures loaded by an air blast wave.    This 
concept can be illustrated simply by consider- 
ing a qualitative model such as a single- 
degree-of-freedom elastic system loaded with 
ai. »AT blast wave.    Figure 1 illustrates this 
rudimentary model.    A mass M is attached to 

In Fig. 2 the solution for the maximum de- 
flection is a two-parameter space of non- 
dimensional numbers.    The ordinate is a nor- 
malized deflection obtained by dividing the 
maximum deflection, X. max> by the static de- 
flection. P/K.    The abscissa in Fig. 2 is a 
nondimensional time obtained by dividing the 
duration of the load, T, by the response time 
of the structure, yM/K.    For both very long 
and very short nondimensional times, the solu- 
tion approaches two different asymptotes.   The 
asymptote for long durations of loading is 
illustrated by a dashed line in Fig. 2 and has 

P(t) 

hH 

' / 

V/ 

Figure I.     Single-Degree-of-Freedom Elastic 
Model Loaded With an Air Blast 

Wave 
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Fig. 2.    Maximum Response to Force Pulse 

been labeled the asymptote for the "quasi- 
static loading realm".    The equation for this 
asymptote is 

X -2^ Amax - ' K (2) 

We call this loading realm the quasi-static 
loading realm because the maximum deflection 
is independent of the duration of loading.  This 
deflection does not equal the static deflection; 
however,  it is directly proportional to the 
static deflection. 

On the other hand,  the response of this 
system to a blast load asymptotically ap- 
proaches a different limit whenever the dura- 
tion of loading is very short relative to the 
period of structure.    The equation for this 
asymptote is 

(PT> 
(3) 

because the nondimensional deflection in- 
creases linearly with the nondimensional time 
in this loading realm.    We term this loading 
realm the "impulsive loading realm" because 

the response of a system depends upon the im- 
pulse imparted to the structure, PT, and is 
independent of either the peak applied load or 
the duration of loading. 

This concept whereby maximum deflection 
is dependent upon the peak applied load for 
long durations of loading and upon the impulse 
for short durations of loading is more than a 
theoretical concept.    Many different investi- 
gators,  the earliest of whom was apparently 
J,  Sperrazza (3],  have applied this concept to 
numerous studies determining the vulnerabil- 
ity of complex targets to air blast wave».    We 
shall show that Eq. (1) for the vulnerability of 
targets in the R-W plane approaches the ap- 
propriate asymptotes for both the quasi-static 
and impulsing loading realms. 

QUASI-STATIC LOADING REALM 

The duration of a blast wave ie longer for 
large explosive charges than for small explo- 
sive charges.    If W in Eq. (1) becomes very 
large relative to the coefticients B and C,  the 
denominator in Eq. (1) approaches unity.    This 
observation demonstrates that Eq. (1) beconr.es 
Eq. (4) for blast waves from extremely large 
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explosive charges. 

R = AW 1/3 (4) 

We have already demonstrated tiukt for 
large explosive charges the response of a 
structure can be given by Bq. (2).   For any 
given structure (a constant vain« of K)r Eq. (2) 
shows that a constant level of deformation im- 
plie.0-a-confltant intensity of peak applied pres- 
sure.   Those who are familiar with Hopkinsonfs 
Law [4] for scaling the peak applied pressure 
imparted to a target realise that, under »ea- 
level ambient conditions, peak pressure is a 
function of a single parameter, the standoff 
distance divided by the charge weight to the 
1/3 power, as shown in Eq, (5). 

P = f (wi/0 (5) 

Because we are developing isodamage curves 
in the quasi-static loading realm, the peak 
pressure is a constant for any given target 
undergoing a constant magnitude of deforma- 
tion.    Hence,  Eq. (5) is actually Eq. (6). 

Wl/3 = f "' (P) = constant (6) 

However,  Eq. (6) is identically Eq. (4), if the 
constant equals A.    This in turn,  is the limit- 
ing case of Eq. (1) for large explosive charges. 
Thus, we observe that Eq. (1) approaches the 
appropriate asymptote for the quasi-static 
loading realm which,  in turn, is the appro- 
priate asymptote for large explosive charges. 

IMPULSIVE LOADING REALM 

Short durations of loading relative to the 
period of a structure are caused by small ex- 
plosive charges.    We have already seen in 
Eq. (3) that for short durations of loading,  the 
magnitude of deformation for any given struc- 
ture (constant values of K and M) is dependent 
upon only the impulse,    Eq. (1) is capable of 
approaching one of two different limits for 
small values of charge weight.    Either the 
term B6/W or C6/W2  predominates in the 
denominator of Eq. (1) whenever W becomes 
small.    If n6/W predominates,   Eq.(l) be- 
comes Eq, (7). 

R (t) W 1/2 (7) 

Eq. (7) is the appropriate limit for very strong 
targets. By strong targets, we imply that the 
target is vnry close to the explosive charge, 

so close that the loading is caused by moman- 
tum in th« explosive products from the charge 
rather than by a shock wave propagated in air. 
W. E. Baker (S] has shown that normally re- 
flected impulse imparted to a target which is 
very close to an explosive charge is directly 
proportional to charge weight divided by the 
standoff distance squared as shown in Eq. (8) 

I a 
_W 

R2 
(8) 

However, Eq. (8) is Eq. (7) whenever I is a 
constant as It would be in the impulsive load- 
ing realm.   Hence, we observe that, for very 
strong targets in the impulsive loading realm. 
Eq, (1) approaches the appropriate limits. 

If C°/w2 predominates in the denominator 
of Eq. (1) for small explosive charges, Eq. (1) 
becomes Eq. (9). 

-H) w2/3 (9) 

Eq. (9) is the limit for a very weak target in the 
impulsive loading realm.    This limit is the 
same as the limit for the impulse in an acoustic 
wave which is given by Eq. (10). 

I a 
w2/3 

(10) 

The impulse in an air blast wave approaches 
the acoustic limit whenever the wave is far 
from the source.    Very weak structures will 
be located at a large distance from the explo- 
sive source; therefore,  Eq. (10) is valid for 
very weak structures in the impulsive loading 
realm.    We have already indicated that a con- 
stant level of damage in the impulsive loading 
realm implies a constant value of impulse. 
Setting the impulse  I equal to a constant in 
Eq, (10) makes Eq, (10) equal to Eq, (9).    Thus, 
we see that Eq. (1) is also capable of approach- 
inp the appropriate limit for a very weak tar- 
get in the impulsive loading realm, 

EQUATION (1) APPLIED TO THE 
VULNERABILITY OF TARGETS 

We have demonstrated that Eq, (1) ap- 
proaches the appropriate theoretical limits for 
small explosive charges and for large explo- 
sive charges.    We are now ready to see this 
equation applied to specific problems where 
insufficient experimental data exist on a com- 
plex target to define an isodamage curve in the 
R-W plane.    All experimental data come from 
a report by O, T. Johnson [6],    Johnson accu- 
mulated data on thirteen different targets; 
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wm will 4mman»trssm fbm applicability of Eq. (1) 
by applying It la detail to ßva of the«« target«. 
Usually air blast vulnarability data arc classi- 
fied "Confideatial"; however, to keep tiiis 
paper unclassified, we will delete suca infor- 
mation as (be type of target being attacked 
(other than to mention an aircraft, antenna, 
truck, etc.), the degree of damage being con- 
sidered, and the direction of the attack on the 
target.   These and other classified details are 
superfluous information which can be deleted 
from our discussion without compromising the 
validity of the results. 

The first problem being considered is the 
vulnerability of a truck to air blast damage. 
This problem illustrates the use of Eq. (I) in 
its most general form.   Included in Table I for 
this problem is Eq. (1) where A is equal to 
6.481,   B* is equal to 45.06, and C6 is equal to 
6045.   Four experimental data points were 
used to determine this target's coefficients. 
Also shown in Table I «re comparisons of ob- 
served and calculated standoff distances for 
this target.    We observe that the average 
error is apparently random in sign and only 
equal to 5.5%.   Because Eq. (1) is valid for 
both «mailer and larger explosive charges, it 
should define the entire R-W plane for this 
target. 

Special cases of Eq. (1) occur whenever the 
coefficients B^ or C6 equal zero.    Table II 
presents experimental data for an aircraft 
which has been damaged by an air blast wave. 
Note that the C° coefficient equals zero in this 
illustrative example.    This result indicates 
that the aircraft is a strong atructuial target 
whose vulnerability in the impulsive loading 
realm approaches a limit established by Eq.n), 
There have been six experimental data points 
used to determine the two coefficients in 
Table II.    Very little scatter occurs when one 
compares calculated standoff distances to ob- 
served standoff distances; the average error is 
only 0.52%. 

In Table III, we present data for an 
antenna whose vulnerability is defined by the 
special case in which the  B°  equals zero in 
Eq. (1).    This target is obviously a weak struc- 
ture whose standoff distance relationship in 
the impulsive loading realm is determined by 
Eq. (9).    Four experimental ilata points were 
used to compute the two coefficients in Table 
III.    Very littla error can be noted in any of 
the results when one compares calculated and 
observed standoff distances. 

Under some conditions,  one may have ex- 
perimental data on the vulnerability of a target 

which wa« obtained «sly in the quasi-«tatic 
loading realm or only in the impulsive loading 
realm.   Whan this situation arise«, one mu«t 
modify Eq. (!) by using either Eq. (4) if the 
data are in the quasi-«tatic loading realm or 
Eq. (7) or (9) if the data arc in the impulsive 
loading realm.   The fourth target is one of 
these case«.   Thi« target is an aluminum right 
circular cylinder 3 inches in diameter, 9 inches 
long, and 0.022 inch thick.   Such a «hell struc- 
ture ha« a very high natural frequency, or 
conversely a very short natural per iod, which 
causes the response of this structure to fall in 
the quasi-static loading realm even though the 
energy release is relatively small.   Under 
this circumstance, a «ingle coefficient. A, de- 
fine« the vulnerability of this target to any 
charge weight larger titan the smallest charge 
found in Table IV,   We observe that the 
scatter in experimental results is relatively 
small, especially when one realises that the 
crushing of cylinders usually exhibits large 
experimental scatter.   The equation presented 
in Table IV to define the vulnerability of this 
cylinder is Eq. (4) which should not be used for 
explosive charges less than 8.5 pounds, as the 
response of this structure to smaller charges 
would eventually fall into other loading realms. 

In Table V, we present vulnerability data 
for another aircraft.    These data fall exclu- 
sively in the impulsive loading realm.    Be- 
cause this aircraft is a strong structure, 
Eq. (7) with its single coefficient, A/B, defines 
the R-W plane for any charge weight less than 
the maximum charge weight found in Table V. 
Once again,  very little scatter is observed in 
experimental results whenever one compares 
calculated to observed standoff distances.   The 
results presented in Table V can be used for 
any charge weight less than 3, 000 pounds, but 
should not be used for larger explosive c'targes 
as the response of this system to larger 
charges will eventually be placed in another 
loading realm. 

One obtains a curve fit to Eq. (1) by solv- 
ing for the A, B",  and C" coefficients,  using a 
least-squares cur  e fit,    A least-squares curve 
fit is obtained by rearranging Eq. (1) to form 
Eq.(ll). 

e?>6 •"■-'■(*) c
6. w (11) 

tn matrix form,   Eq.(ll) may be written as 
Eq.(12). 

^,-1.0,  --L 
D6 '      W 

t-w-j (12) 
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TABLE I - TRUCK 

6.481   W1'3 

R"RRD 1/6 

W (ib.» 

6.0 

20.0 

35.0 

55.0 

5,992 

21.34 

37.37 

50.84 

Pcrcant 
Error 

0.133 

6.70 

6.77 

8.18 

Avg.   5.45 

8.0 

64.0 

222.0 

512.0 

TABLE U - AIRCRAFT 

W (lb.) 

8.0 

20.0 

38.0 

10Ü.0 

450.0 

3000. 0 

1/3 
R r 

3. 748   W 

**>.«-* 
7. 0 

10. 5 

14. 5 

23. 0 

47. 5 

115. 0 

Rc.l(ft-) 

7-02 

10.55 

14.35 

23. o; 

48.01 

114.9 

Avg. 

Percent 
Error 

0.285 

0.476 

1.045 

0.130 

1.073 

0.087 

0.516 

TABLE III - ANTENNA 

6.Z95   Wt/3  

W (lb,) Robs<ft-' 

12.0 10.0 

50.0 23,0 

300,0 44.0 

900.0 59.0 

Rcal(ft., 

12.03 

23,00 

42.00 

60.64 

Avg. 

Percent 
Error 

0. 250 

0. 000 

4, 76 

2. 78 

1.948 
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TABLE IV • 3x9x.0Z2-li»c]i CYUNOER 

R = 4.Mr W1" 

W(IM 

9-0 9,55 

Percent 
Error 

6.1 «.5 

115.0 26.0 22. S 16.6 

900.0 45.0 44.3 1.6 

2200.0 60.0 59.8 

Avg. 

0.3 

6.2 

TABL£ V - AIRCRAFT 

R= 1.72«   W,/2 

W (lb.) 

5.0 

Rcal(ft.» 

4.90 

Percent 
Error 

2.04 8.0 

20.0 7.5 7.75 3.33 

38.0 10.2 10.65 4.41 

100.0 16.5 17.28 4.73 

450.0 37.0 36.65 0.95 

3000.0 103,0 94.7 8.76 

Avg.     4.04 

If one uses a shorthand notation to the effect 
that Eq, (12) is Eq.(t3). 

[A] fC] --  [W] (13) 

then a least-squares fit for the coefficients in 
the C matrix can be obtained from Eq. (14) 

[cJ^ATAl-^AT]^] (14) 

where the superscript T implies the transform 
matrix and the superscript -1 implies the in- 
verse roatrix.    This procedure was used to ob- 
tain the coefficients in the preceding examples. 
The curve fit can be weighted towards either 
the impulsive loading rea.m or the quasi-static 
loading realm by respectively dividing Eq. (11) 
or multiplying Eq. (11! by W to obtain Eq. (15) 
for a least-squaret fit in the impulsive Inading 
realm or Eq. (16) for a least-squares fit in the 
quasi-static loading realm. 

pH   A6 -   (W) B6 -(1.0) C6 = W2 (16) 

Least-squares fits to Eqs. (11), (15) and (16) 
were obtained in addition to least-squares fits 
to these equations with the B and C coefficients 
equal to zero in order to ohtain the most accu- 
rate curve fits for these targets. 

If significant scatter occurs in a limited 
number of experimental data points, curve 
fitting Eq. (1) to the experimental data can re- 
sult in negative B or C coefficients.    Eq. (17) 
for the data from Table IV is an example of 
such a result. 

4.600 W 1/3 

('- 
78.68     6S9 S9.7\l 

W2 / 

/6 (17) 

Unfortunately, an equation such as (17) has 
vertical asymptotes or specific positive value? 
of W at which the denominator of the equation 
goes to zero and the standoff distance ap- 
proaches infinity.    For example,   Eq. (17)hat 
an infinite R for a positive W of approximately 
10.    Obviously,  such a result is meaningless. 
Although one might conclude that the curve fit 
was excellent if one only compared calculated 
values of R to experimental values of R,  the 
conclusion would '>e invalid.    Whenever these 
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Mgathr« co«fiici«ata •ris« from a least aqnaras 
lit to Eq. (1). w« hav« to roalisa dial mor« «x- 
perintontal data point« are iM«4e£ if wm are to 
har« a thraa-paramotar fit. or wm moat try 
various ona-or two-paramatar fits to t^e exist- 
ing data. 

Tahle VI presents curve fits using £q. (1) 
and variations thereon to experimental data 
from all thirteen targets studied by O. T. 
Johnson (6 J.   In addition to the results pre- 
sented in the previous five tables. Table VI 

presents curve fits from Eq. (1) and varia- 
tions thereon to experimental data on more 
aircraft, wire gages, various tip deflectians 
on aluminum cantilever beams, overturning 
data on a cylinder, and addittonal crushing 
data on cylinders.   The last column in Table 
VI presents the average percentage error 
for the experimental data on these targets. 
We can observe that die overall average 
accuracy for these errors on thirteen targets 
equals 5.8%. 

Structure 
Number 

TABLE VI - SUMMARY OF RESULTS FROM 13 EIFFERENV TARGETS 

Type of 
Structure 

Vulnerability 
Equation 

Average 
Percentage Error 

10 

11 

12 

13 

Aircraft 

Aircraft 

Aircraft 

Aircraft 

Wire Gauge: 

Cantilever AI. Beams 
(5" deflection) 

Cantilever Al. Beams 
i {10" deflection) 

Truck» 

Antennas 

Overturning Cylitiders 

Crushing Cylinders 
{V x 8.62" x .019") 

Crushing Cylinders 
(3" x 9.00" x .006") 

Crushing Cylinders 
(3" x 9,00" x .022") 

R = 2,03 W1/2 

R = 1.728 WI/2 

8.748 W|/3 

Vi x 2498\ 1/6 

R = 1.720 W1/2 

o     11.45 W»/3 

8.859 wl/3 

/t ,756.^1/6 
n  r 

R = 

R   r 

w' 
8.368 Wl/3 

6.481 Wl/3  
It ■ 45. 06 . 6045\ 1/6 
\ W    '-tfj 

6.295 Wl/3 

/; t 103. 8\ 1/6 
\ W2 / 

7.995 W1^  
(,,11^1/6 

4.633 Wi/3 

V        W2   / 

17. 16 W1/3 

" /j , 2S6.9\l/6 

R     4.60 W1/3 

R r 

5.89 
4.04 

1.98 

4.26 

9.10 

10.95 

11.1! 

5.45 

1.95 

2. 15 

3.70 

8,70 

6.20 

Avg.     5.81 
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MEANING OF PREVIOUS STUDIES realms. 

O. T. Jobnsoa (6) mad* an empirical ob- 
•«rvatfon in which bm ragfestad that tb« R-W 
plane might be defined by n one-parameter 
curve fit given by EQ. (18). 

RzAW0'435 im 

Tbit study indicates that the 0.433 exponent 
on W in Eq. (18) is a cozapromise exponent 
falling between the 0. 333 exponent that is valid 
in the quasi-static loading realm [see Eq. (4)] 
and the 0. $00 exponent for strong structui es 
in the impulsive loading realm (see Eq. (7)T or 
the 0.667 exponent for weak structures in the 
impulsive loading realm {see Eq. (9)J.   Because 
there are only moderate differences in the 
0.435 exponent and these other exponents, 
Johnson concluded that Eq. (18) could be used 
without causing large errors.   Table VII is 
Johnson's procedure applied to the target in 
Table IV. 

A second criticism of Johnson's procedure 
Is that It Is Incapable nf predicting a change in 
failure modes la any target.   For example, the 
wing of an airplane will fail as a beam when 
loaded by a blast wave from very large nuclear 
explosive charges.   On the other hand, this 
same wing loaded by a blast wave from small 
chemical explosive charges will fail locally by 
shredding panels and damaging stiffhers. 
Because Johnson's procedure has Ute same 
numerical exponent on W, he can not change 
failure modes.   Even if Johnson concluded that 
he could have two separate coefficients in front 
of W for different failure mildes, his solutions 
would give parallel tines on a log-log plot of R 
vs. W.   These parallel lines could never Inter- 
sect: hence a structure acccrding to his solu- 
tion could not change from one failure mode to 
another failure mode.   Eq. (1) can be used to 
determine different failure modes in the same 
structure.   Separate groups of coefficients 

TABLE VII - JOHNSON'S PROCEDURE APPLIED 
TO TARGET IN TABLE IV 

Rr 2.82 W0-435 

Percent 
Error 

25, 7 

16. 9 

20. 9 

33. 8 

Notice that in Table VII the error is signifi- 
cantly greater than in Table IV, even though 
both targets are for a one-parameter curve fit. 
In addition, the largest error in Table VII 
occurs for the smallest and largest charge 
weights.    Thiü result indicates that,  if John- 
son's equation were extended to even smaller 
or larger charges, the error would become 
greater and greater.   One can also see a syste- 
matic error in Table VII rather than the ran- 
dom error which is apparent in Tables I 
through V.   Johnson's procedure averages the 
standoff distance for a charge weight in the 
middle of his experimental test results, but it 
gives less and less accurate results as one 
moves further away isom the average charge 
weight.    If Johnson's procedure is applied to 
data from the "knee" of the R-W curve, that is, 
from the region where both pressure and im- 
pulse apply,  it can give fairly accurate results; 
however,  the error will compound as one then 
enters the impulsive or quasi-static loading 

24,3 

would be needed for each failure mode; never- 
theless, the solutions are capable of inter- 
secting so that different modes of failure are 
critical for different magnitudes of energy re- 
lease. 

Our criticism of Johnson's approach is not 
intended to mean that his technique should 
never be used.   If one only has a ningle data 
point,  and wishes to make only a small extrap- 
olation in experimental results,  Johnson's ap- 
proach can be used without causing large 
errors.    But, whenever three or more data 
points exist,   Eq. (1) should be used as it is 
more accurate and approaches appropriate 
theoretical limits. 

The Armed Services Explosive Safety 
Board has the mission of determining what are 
safe standoff distances around all explosive 
storage facilities.    This organization [7] uses 
Eq. (4) for the quasi-static loading realm to 
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compiit« Hi« maariiiHnn quantity of «xplosivca 
that can b« stored in a facility doc« to a road, 
rummy, oil atorage tank, house, etc.  Ob- 
viously, the use of Eq. (4) by this organisation 
should be criticised because it is only valid 
for one of the loading realms,   bi all fairness 
to the ASESB. this writer recognises that they 
are aware of this limitation in using Eq. (4); 
iMtvertheless, the present 0. S. codes on the 
storage of explosives have never been changed. 
Bq. (I) or a variation thereon would be far 
superior for determining what constituted ap- 
propriate standoff distances for various com- 
plex targets in the vicinity of explosive storage 
facilities. 

The British fl] use a code which is a vari- 
ation on Eq. (1) to determine how much explo- 
sive can be stored in the vicinity of brick 
house«.   The British possess a large «mountof 
air bUut damage data on structures as a con- 
sequence of their being under bombardment 
during World War IL   These data were used to 
empirically obtain Eq. (19) which is valid for 
fa.    k house isodamage curves on the R-W 
plane. 

KW«/3 

1 + 
L im2] 1/6 (19) 

Eq. (19) is a special case of Eq. (1), when B 
equals zero.    A brick house is probably a weak 
structure: hence,  Eq. (19) should be valid.   The 
British insert different values of K into Eq.(19) 
for different levels of damage.   For example, 
a K of 9.? is used to define complete demoli- 
tion of the house.  Class A damage, and a K of 
140 is used when only 10% of the glass is 
broken,    Class E damage. 

Although the British -ise only one value of 
C for all levels of damage in Eq, (19) we should 
not presuppose that all targets would have a 
single B or C coefficient for different levels of 
damage.    Targets 6 and 7 in Table "t are 
curves for data from identical cantilever alum- 
inum beams which have been loaded to give dif- 
ferent intensities of response.    Structure 6 is 
for an isodamage level with 5 inches of perma- 
nent tip deflection,  whereas structure 7 is for 
an identical beam undergoing 10 inches of re- 
sidual tip deformation.    These structures do 
not have the same B and C coefficients in their 
denominators.    This observation indicates that 
we should not presuppose that a given structure 
has a constant value of the coefficients B or C 
for all levels of damage. 

SUMMARY 

In this paper, an equation which can be 
used for determining the form of die R-W 
plane for constant levels of damage from air 
blast waves imparted to complex targets has 
been presented.   This equation has three co- 
efficients in it which must be determined front 
experimental data.   We have shown that a 
theoretical basis exists for using an equation 
with tiiis format.   The equation has been ap- 
plied to vulnerability data from a variety of 
targets tr< • ..nonstrate its applicability. 

This charge weight-stando'r equation can 
not be used to defin* the vulnerability of tar- 
gets at altitude fro: i data obtained at sea level. 
The P-I diagram must be used to determine 
vulnerability under altitude conditions.    When 
used at sea level condition«, Eq. (1) will define 
isodamage curves for complex targets.    Under 
cerU.in special conditions, the three-para- 
meter fit becomes a two-parameter fit.   If all 
experimental data for a target lie completely in 
the impulsive loading realm or completely in 
the quasi-static loading realm, a one-para- 
meter curve fit can be used to determine the 
'.oilnerability of a target over a limited range 
in charge weights. 

Presently,  the U.S. co- i for the storage of 
explosives UJCS a one-parameter fit which 
applies only to the quasi-static loading realm. 
Experimental data couIH be used i"> redefine the 
quantity distance table? in terms of the three 
coefficients,  A. B and C in Eq. tl) to present a 
more accurate relationship for relating charge 
weight and standoff distance in the storage of 
explosives. 
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PERFORM: A COMPUTER PROGRAM TO DETERMINE THE LIHITIHS PERFORMANCE 

OF PHYSICAL SYSTEMS SUBJECT TO TRANSXEHf INPUTS 

Walter D. Pilkey and Bo Ping Vang 
Departaent of Aerospace Engineering and Engineering Physics 

University of Virginia, Charlottesville, Virginia 22901 

PERFORM is a user-oriented computational capability for the 
evaluation of the limiting performance of multi-degree-of- 
freedom dynamic systems. Appropriate systems are those for 
which certainrmaximum response variables, e.g., peak acceler- 
ations, stresses, or displacements, are to be minimized Hhlle—' 
other maximum response variables are bounded. The user pro- 
vides system equations of motion in which those portions, e.g., 
isolators, of a system to be evaluated have been replaced by 
functions of time. Sets of constraints, objective functions, 
and possible transient inputs are also user prescribed. PERFORM 
then automatically computes the limiting performance character- 
istics.  These characteristics can be employed in the evaluation 
phase of systems design  by informing the systems engineer 
whether or not his preliminary design scheme is feasible and 
will guide him in appropriate modifications as the design pro- 
ceeds and in the selection of optimal hardware. 

INTRODUCTION 

This paper describes the computa- 
tional capability, PERFORM, for the 
evaluation of the limiting performance 
of transient dynamic systems. With this 
computer  program the designer is able to 
determine on the basis of responpe 
specifications alone the feasibility of 
his proposed design; moreover he can 
monitor and measure his success during 
the design process itself.  This is 
possible because the capability provides 
characteristics of the theoretically 
best,'that is, the limiting, design con- 
cept.  Without the characteristics of 
the limiting design, the evaluation of 
proposed designs can be made only by 
performing a multitude of analyses for 
each candidate design. 

The devo 
an effort to 
world systems 
basis.  This i 
of the physica 
rather than a 
possible in ce 
loaded mechani 
trol systems t 
directly from 

ipment of PrRFORM has Leen 
lace one aspect of real- 
design on an analytical 
s needed because so much 
1 design process is an art 
science,  PERFORM makes it 
rtain areas of transient- 
cal, structural, and con- 
o approach a design 
the design criteria with 

no commitment to a particular design 
concept. Naturally design implies 
optimal design since the ultimate aim 
of the system designer should be ts— 
attain the wherewithal to deduce and 
implement concepts so that the design 
criteria arc met in an Optimum fashion. 

PERFORM is designed for use in an 
engineering problem-oriented form. The 
user need only prescribe system equa- 
tionr of motion, sets of constraints, 
objectiva functions, classes of possi- 
ble inputs, and desired limiting per- 
formance characteristics. 

CAPABILITIES OF PERFORM 

an 
;rf 

Th 
li 
si 
pa 
is 
le 
i n 
of 

PERFORM is a 
be used to de 
ormance chara 
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The dynamic system can be described 
and input to PERFORM using the first or 
second order equations 
• - _ 
s = As ♦ Bu ♦ ßfjj QJ 

Hq ♦ £q ♦ Kq ♦ uü « i7k 

in which ü is a vector of time varying 
functions, called control or isolator 
forces, that have replaced portions of 
the physical system. A, B, D, M, C, K, 
U, F are coefficient matrices. ~S and~^ 
are vectors of response variables, e.g., 
displacements, stresses, accelerations. 
7^ is a forcing function vector where 

the subscript indicates the H  set of 
forcing or loading functions. This 
allows the system to encounter alternate 
sets of disturbances which might occur 
with equal probability. 

The acceptable equations of motion 
appear to be linear.  In fact, however, 
they are "quasilinear" since those por- 
tions of the system replaced by u can be 
linear, nonlinear, active, or passive. 
The remainder of the system must be 
linear as must the overall kinematics. 

The user must place his equations 
in one of the forms of Eqs. (1). The 
non-zero elements of the matrices A, B, 
D or M, C, K, U, F are then entered as 
Inputs. This Ts accomplished by identi- 
fying the matrix, e.g., M MATRIX, and 
then specifying an element and its 
value, e.g., i, j, and H 

ments, and control forces. The objec- 
tive function is input to PERFORM as 

13 
Elements 

not entered are assumed to be ■'.ero. 

PERFORM finds the characteristics, 
including ü and tradeoffs between 
optimal response variables, of the 
dynamic system such that bounds_on some 
of the response variables s or q or  con- 
trol forces u are not violated while the 
maximum (or minimum) in time of other 
elements of s or q are minimised (or 
maximized). 

Regardless of the form (first or 
second order) used to describe the equa- 
tions of motion, the formats for the 
objective function and constraints are 
the same.  In the case of the second 
order equations, a state variable vector 
s is established as 

(2) 
. 3 J 

Any linear combination of state varia- 
bles, derivatives of state variables, or 
control forces can be used as an objec- 
tive function.  In the case of the 
system described by second order equa- 
tions, these become linear combinations 
of accelerations, velocities, displa:e- 

pxis ♦ PX2üf ♦ pxar^ (3) 

where PX1, PX2, and PX3 are coefficient 
matrices. If more than one row of the 
matrices of Eq. (3) contains non-zero 
elements, then the peak values in time 
of the vectors resulting from the mean- 
ingful rows are to be compared. PERFORM 
minimizes (maximizes) the maximum 
(minimum) of the peak values. 

Constraints may be placed on state 
variables, derivatives of state varia- 
bles, and control force's. The general 
form, which ii again linear, is 

7C < Yls + «ü + Yaffc TO (1) 

where \1,  Y2, Y3 are coefficient catri- 

ces and TU, 7Ü are lower and upper bound 
vectors. Constraints can be imposed ct 
every time of the response or at specif- 
ic tiroes. 

In summary, PERFORM accepts system 
equations of the form of Eq. (1).  For 
prescribed initial_conditions, PERFORM 
then computes the u vector such that the 

max|PXls ♦ PX2ir + PX3?k | (5) 

is minimized (or mir j | is maximized) 
while the constraints of Eq. CO are 
satisfied. Any linear combination of 
s, u, and T.   can be tabulated or plotted 

versus time. A tradeoff curve between 
the maximum objective function and any 
particular constraint can be generated 
by varying the bounds on that constraint 

PERFORM SYSTEM DESCRIPTION 

PERFORM is a a/stem of several 
programs, the functions, inputs, and 
outputs of which are outlined here. 
Figure 1 is the PERFORM system flowchart. 
Detailed descriptions and documentation 
for PERFORM are given in Ref. 2.  The 
three separate system programs PREPROC 
(Pre-processor), MPS/360 (linear pro- 
gramming system), POSTPROC (Post-proc- 
essor) are represented by rectangular 
boxes. 

ePREPROC 

The pre-processor program (PRE- 
PROC) places the problem as specified by 
the user in a linear programming format. 
The outputs of this pxxsgram include the 
data necessary to get the results from 
the post-processor, the MPL'^SGO linear 
programming problem input, and a report 
on the pre-processor itself.  PREPROC is 
written entirely in FORTRAN. 
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Fig. 1 - PERFORM system flowchart 

• MPS/360 

Mathematical Programming System 
(MPS)/  3CC Is an IBM software package 
capable of efficiently solving extremely 
large linear programming problems. Most 
other conu.ierciall, available linear pro- 
gramming systems accept MPS/360 input 
and hence are compatible with PERFORM. 
Th. input to MPS/360 is the linear 

programming problem output of PREPROC. 
As indicated in Fig. 1, PERFORM is 
organized such that PREPROC and FOSTPROC 
ere  to be run on local computers while 
MPS/360 can be "un at the most conven- 
iont computer center where MPS/360 or an 
equivalent linear program is available. 
Naturally all of PERFORM can be run on 
the same computer if HP3/360 is avail- 
able locally. 
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•POSTPROC 

The post-processor prograa pro- 
duces the final report of the problem 
solution. The tradeoff diagrams and 
trajectories requested by the user are 
tabulated or plotted in appropriate 
fora. This prograa is written entirely 
in FORTRAN. 

TECHKICAL DESCRIPTIOM 

The Uniting performance problem is 
formulated as a linear programming prob- 
lem. The details of the formulation are 
given in Ref. 2. The unknown control 
forces are discretized in time. Inte- 
gration of the equations of motion for 
known disturbances yields the response 
(state) variables as linear combinations 
of the control forces. The objective 
functions and constraints are then 
formed from these"response variables and 
hence are also linear functions of the 
discretized contr<ol forces. The limit- 
ing performance problem then can be 
formulated as a linear piogranuning 
problem. 

A single solution of the system 
equations suffices to establish the 
linear programming problem. This is in 
contrast to most structural optimization 
schemes which involve multiple analyses 
of the system dynamics.  The dimension 
of the linear programming problem 
depends on tfa number of controllers, 
the number ot time intervals, and the 
number of suts of forcing fi notions. It 
is independent of the degrees of free- 
dom of the >vstem. 

APPLICATIONS 

PERFORM is designed to bf used to 
establish the limiting performance 
characteristics of a variety of dynamic 
systems.  It is particularly appropriate 
for the study of shock isolation sys- 
tems [1].  Several applications of PER- 
FORM are outlined in this section. 

• Single-Degree-of-Freedom Syctem 

Consider a single-degree-of- 
freedom shock isolation system (see Fig. 
2).  Since this system has been so 
thoroughly explored elsewhere, e.g., 
Ref. 1, it is included here only to 
illustrate the- use of PERFORM in the 
study of the limiting performance of a 
familiar syste».  The equation of motion 
is given by 

mz + u = 0 (6) 

with initial conditions z(0)=z(0):0. The 
kinematic relation is 2=x+y.  This gives 

mx + u = -my . (7) 

Fig. 2 - Single-degree-of-freedom 
shock isolation system 

If -my is Sit equal to f, this is in the 
format (Eq. (11) accepted by PERFORM. 

Suppose the lowest possible peak 
acceleration of the mass (z) is sought 
if the relative displacement (x) between 
the mass and the base is bounded. Then 
the objective function (Eq. (3)) is 
given by z = u/m, with 

It]- (8) 

The constraints are of the form of Eq. 
CO, that is, 

71 = -Xmax 1 ^  1 Xmax = ^ <*> 

with Xrnax prescribed. 

Typical results appear as in Fig. 
3. At the users request, PERFORM auto- 
matically computes and plots the limit- 
ing performance or tradeoff curve of 
Fig. 3a.  Details of the interpretation 
and use of this type of curve are dis- 
cussed at length in Ref. 1.  For a given 
constraint value, it is not possible for 
an isolator to be designed for the pre- 
scribed disturbance that exhibits a peak 
acceleration less than that on the 
limiting performance curve.  Fig. 3b 
shows a time response history for an 
optimal isolator at a designated con- 
straint level. 

•'!Jlti-Degree-of-Freedom Shock 
Isolation System 

Using quite nonrestrictive 
sumptions, systems of the sort shown 
Fig. U can be treated using PERFORM. 

re the goal is to cc':.^ute the linit- 
in 
fie 
ing performance in term 
or 
rVl 

peak accel- 
ations while several relative dis- 
acements are bounded.  This problem 
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isolation system 

was considered in Ref. 3 and extended 
in Ref. 2, where numerical results are 
given for a multi-degree-of-freedom 

system with multiple objective func- 
tions. 

• Other Applications 

The applications of PERFORM to 
the design of mechanical systems ate 
numerous. The following descriptions 
are of typical applications, all of 
which are treated in detail in Ref. 2. 

The Sewall-Parrish-Ourling ten- 
degree-of-frt edoa model [•»] for the 
lateral response of a high speed train 
subject to lateral or rolling inputs is 
formulated in Ref. 2 in teu» of limit- 
ing performance by replacing some or all 
of the suspension configurations (Fig. 
Sa) by general isolator forces. Both 
three-isolator and eleven-isolator 
models are considered. The objective is 
to minimize lateral accelerations while 
bolster spring deflections are bounded. 

The helicopter rotor isolation 
problem of Ref. S is also suitable for 
a limiting performance study (Fig. 5b). 
Here the multiple isolator system DAVI 
for vertical transient loadings can be 
replaced by four control forces to give 
four equations of motion in the PERFORM 
format. Here the control force defini- 
tions include the mass of the isolators 
themselves. The optimal isolator 
behavior can be computed to minimize 
the peak linear and angular accelera- 
tions of the fuselage while bounds on 
the motion across the isolator system 
are not violated. 

Another design problem that should 
be treated from a limiting performance 
standpoint is the question of lading 
protection in freight cars (Fig. 5c). 
The usual approach to this problem is 
that of analyzing the system response 
for a particular cushion or abrorbar 
configuration [61. With PERFORM the 
potential protection given the lading by 
the cushion is computed regardless of 
the cushion configuration.  In partic- 
ular, the problem of minimizing the peak 
force transmitted to the lading while 
the cushion travel distance is bounded 
can be treated from the standpoint of 
limiting performance. 

Such control problems as that of 
minimizing the lateral drift of a 
launch vehicle from a reference trajec- 
tory along a flight path can be ap- 
proached as a limiting performance prob- 
lem.  The formulation of Ref. 7 for this 
problem, including bounds on the magni- 
tude of bending moments, can be placed 
in a PERFORM format. 

Finally, a max-rain? rather than a 
rnin-max, problem is considered in Ref. 8. 
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The problem, control of a pressurized- 
wster nuclear power plant, as given is 
suitable for solution by PERFORM. Spe- 
cifically, the goal is to maximize the 
minimum pressu 'e of a pressurizer while 
constraints are placed on maximum pres- 
sure and several responses. Also, 
terminal constraints are given on temp- 
erature and its rate of change. 

CONCLUSIONS 

A computational capability, PERFORM, 
for the evaluation of the limiting per- 

formance of transient dynanic systems 
has been developed and is described in 
this paper. This capability is intended 
to be used by a designer to determine 
the feasibility of the proposed design 
specifications. Thus PERFORM is intend- 
eo to be a design tool. : 

In addition to the use of PERFORM 
to scrutinize design specifications, 
this capability can be used during the 
actual design process to measure the 
relative success of proposed designs« 
This is accomplished by comparing the 
response of proposed designs vith the 
characteristics of the theoretically 
best design provided by PERFORM. 
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HU« paper will dlacom tb* tftmrnle ehuaetarlatlss of flaxiU« dual 
tneklng antcni» straeturM nibjaetad to gütel «otor sta^lag tcanpaa. 
na atmetnml dyaanie tachnolagy jortiUaaa «neouatcrad art maraaebad 
froi both the aaalyaia and teat polst of vlaw.   Hie anal/tleal tacb- 
nlqaea and «aata^UfMa ara ttärougUy dellnaatad,   the eonralctlan and 
applieatloD of thla analysia wia than uaad to datanrti» the aoat 
relevant teat data asalull itlsa, teat teehnlquea, and inatnaientri ioa 
raaairaaenta.   Ibia atudjr vill point out acne of the typleal pMblou 
aaeoaatarad la the design, analyala and teat of deplograble antennas 
(fixed or flexible rib) their are aountad fro* afaeeeraft on rather 
large flexible booaa and are excited bjr control forcing functions to 
accurately poaltloo the qratca.   Soae of the prObltu that are eneounterad 
In the aaalyala and teat auch aa gear baeklarti, backup atructure f lexl- 
fetlitgr, zero "g" alaulatloOf Instruaentatloa noise, gear eti?«» and 
ftxtlgoe, etc. are dlaeusaed. 

IRRODUcmw 

Prelimlnaty analyais of antenna structures la 
presented shoving the techniques used to else 
boons and antennas and the restrictions Imposed 
on the analysis such as weight 1 Imitations, 
stowed space llaltatlons, motor torques, and 
step-foree torque frequency range?. Based on 
these prellnlnaiy analysis the antenua and 
support structure sectional properties are 
detemlned. Also, the natural frequencies and 
modes shapes are defined and the structural 
response levels are detemlned for purposes of 
stress analysis and test Information. 

Antennas are complicated structures whose 
dynamic response can not be completely defined 
by analysis. Therefore, the analysis must be 
supported by a comprehensive test program, 
nils paper will fully define the test set up 
required to accurately determine the structural 
oscillations that are encountered during 
antenna positioning. Considerations made in 
antenna suspension such as attach cable lengths 
and c. g. locations to best simulate zero "g" 
are explained. The selection of the type of 
instrumentation and data recording devices used 
and the considerations that were node in choos- 
ing them is presented. Both accelerometer and 
photographic measurements were obtained for a 
typical configuration and excellent correlation 
exists between these measurements. Seme of the 

problems encountered with accelerometer• And 
their respective integrating devices are 
described. Photographic techniques, their 
applications for this structure and their 
results and shortcomings are also described. 

IXie to the antenna's oscillatory notion and 
Impact loads from gear backlash, the stepper 
motor gear train is subjected to repeated loads 
and stresses. These repeated loads, the manner 
in which they were measured during test and 
their statistical distribution and number of 
cycles are described. Because of this cyclic 
motion, a gear fatigue analysis was conducted 
and considerations and effects of tooth surface 
finish, load applications, etc. are elaborated 
upon. To determine the lifespan of this particu- 
lar antenna stepper r.otor gear, a simulated 
extended life test was conducted. The test set 
up, torque simulator, and gear wear versus time 
will be described. 

ANALYSIS 

Prior to the final design of structures (in thla 
case an antenna structure) that are exposed to 
periodic forcing functions, an analysis of the 
expected frequencies and responses is conducted. 
Since this antenna system is positioned by step- 
ping torque motors that apply short duration, 
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pwladle «qusre wnre pulws, a djnmie aotel 
aatljrti« «BS ncecsaurf to dtotoaio« «» dysMBle 
loads InpoMd on the «tmetur«. nme loads 
war« then used to nrrlv« up» a f «uifcle pre- 
llalnuy design. This deslffi «as tbtn aqilcgrcd 
to study the dynaale properties of such «jrsteas. 

\tea the antenna «rstos stepper aotors position 
the antenaas, sUnrt duratloo pulses are applied 
in the pitch and roll direction. There were 
seven pitch rates that varied fron 0.5 to 11 
pulses per second and three roll rates of 0.80, 
1.5, sni 2.0 pulses per second. Because 
antenna system bare relght liaite, the nodal 
analysis of the antenna shoved tint in order to 
tune the natural frequefieles to exceed the 
pulsing frequencies hy a reasonable margin the 
veight would becone excessive. Therefore, the 
antenna could not be designed to exceed the 
glfflbal pulsing frequencies. The resoaant fre- 
quencies vere detemiaed by analysis and the 
resulting loads, deflections and stresses were 
low and not design critical. However, because 
the gear train tolerances of the pulsing motor 
could not be represented accurately in the 
dynamic model, the actual displacements of the 
antenna assembly could not be determined prior 
to the dynamic response test. 

A finite element model for the modal analysis 
was made as shown In Figure 1. The model con- 
sisted of 11 node points (6 degrees of freedom 
each) connected by 10 straight beame- The lieaas 
have flexibility in both bending axes, torslonal 
and axial flexibility. The stiffness properties 
for beams connecting node 1-2, 2-3, 3-U and U-5 
were derived fro» the cross-sectional properties 
of the hardware. The stiffness properties of 
the beams connecting node 1 with nodes 10 and 
11 reflect the same flexibility as obtained fron 
static tests. 

A step force test was made on the platform 
assembly (the beam connecting the antennas) to 
determine the Individual frequmcies of the 3 
foot dish and its feed assembly and the 2 foot 
dleh and feed. The frequencies obtained from 
the teats are shown In ""lable I. The frequencies 
were used to determine the stiffness of the 
beams connecting nodes 5 through 9 in the finite 
el ement model. 

A parameter study was made to determine the 
effect of varying the boom [stiffness on the 
frequency of the system. The results are shown 
In Table II, Case 1 is the actual value of the 
boom. Cases III and IV were selected to deter- 
mine the stiffness necessary to raise the fre- 
quency above 15 Hz in order to exceed the high- 
est pitch pulsing frequency of 11 Hz by a factor 
of 1,5- The increased size and weight of the 
boom necessary to obtain this frequency was 
considered irohibltlve. 

The tolerance of the gear train (backlash) of 
the pulsing motor could not be adequately repre- 
sented in a linear dynamic model. The actual 
time histories of the acceleration ami displace- 
ment of the d'.shes could not be accurately 

detemlMd by this aaslysls. Althaitfi the 
actual deflections eould not be dctcmined, the 
effects on mmOmm dafleetlona expseted due to 
ehwges In nass and stiffness could he ascertained. 

She pulsing motor torque was applied to the 
(rlahal point of the dynanle nodal and nsxiaua 
dlsplaecneats «ere eonputed for various aus and 
stiffness ebuges. Since the largest dlsplaee- 
nents were Obtained with a pitch Input torque, 
this input torque wan used in the panmcter study. 
The changes in mtximm deflections due to changes 
in platfom stiffness and boas stiffness are 
shown in Table III. Deflections war« eonplied 
with the 3 foot antenna both closed and open to 
detemisc the affect on the deflection.  The 
change is shown in table II. 

The nodal analyses indicated that the antenna 
assttibly pulsing frequencies were in the sas .- 
range as the structural resonant frequencies. 
IVirther analysis also revealed that with the 
existing weight constraints of the antenna these 
resonant frequencies could not be significantly 
Increased. The modal deflections were computed 
and were found to be no more than several minutes 
of arc. These facts were all well borne out 
during dynamic response testing and it was con- 
cluded that the modal analysis was an extremely 
valuable tool throughout the study and early 
design phase. 

TEST SUSPQtSK» SYSTEM 

To determine the approximate amount of oscilla- 
tory response of the antenna system to the glmb&l 
motor input pitch and roll torques, a preliminary 
test setup was devised and instrumented to deter- 
mine the highest response pulsing fequency. This 
setup was done in such a manner that the pitch 
axis was parallel to the floor. When this test 
was conducted, the accelerometer and photographic 
data clearly revealed that the gravity force had 
an adverse effect on the dynamic oscillation of 
the antenna system (i.e., as the unit pitched 
farther over the magnitude of the oscillations 
increased). However, this data indicated that 
the maximum oscillations occurred In the pitch 
direction at or near the pitch rate of U Hz and 
the roll pulse rates did not contribute signifi- 
cantly to thr oscillations. 

Based on the preliminary test data, it was 
determined that a more sophisticated test ralnl- 
mlzlng gravity effects should be conducted. This 
was accomplished by suspending the antenna system 
in such a manner that the pitch axis would be 
perpendicular to the floor to minimize the effect 
cf gravity on the dynamic oscillationn. This 
allowed pulsing only in the pitch direction, 
which the preliminary test showed to be more 
severe than the roll pulse response. In addition, 
a much more complete and accurate instrumentation 
and photographic technique was devised. Giir.bal 
gear torque loads were also required from this 
test because of questions that were raised con- 
cerning gear tooth failure and wear. 
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llw mugmmim qrttaB ttat «u OMA far «ht 
fttm dyvBle rmpeaa* %mt 1« Aom la rupae* 
2.   Omrttal atg^r of «hi« UlMtntiOB rinm 
ttet tte pol«* B eoUias «ttedMst aMds to bo 
dlnetly orar tht (tribal plteii axio or a tar«M 
losi is ^»Uod.   Obrloasly, tte hltfiar tte 
eaUlm ottadi polst teeaw, tte anUer tte 
tatvM eavMMBt la If tte tfwltm la alaalleMd. 
It wa asnoA ttet «Itb wy eanfal ailg—t 
and eeator of gntrltgr loeatlon tgr tnualta» a 
tUrtgr-flvt foot e«Uli« teltfit «xOA te adäquate, 
lb kaop tte aatuml (Mq^anelw of tte attach 
eahlaa aa lov as poniU« (0.50 KB or lasa) a 

Mhlc naar tte coning.   A detail atop Üy atop 
proeadnro «as davlaad that naad txanalts to 
aceumteljr dctefBlao tte eg. of tte i 

uak »atnsiafm 

tm acedaroMtork (Klalcr tgrpo 818) were la- 
stalled on tte antenna qrstw at the locations 
shewn In ngnre 2.   Tbeee loeetlooa «ere ehoaen 
to detendae «arlous critical ooclllatlon 
SBplltndee and resultant torque loads due to 
ghSbal pitch autloa. 

Ihe torque land on tte >riabal gear wa deter» 
■Ined hy swing the accelerations of various 
aeceleweters as follows: 

10 10     _ 
T-2 'r h ■ 2 vv i, 

i-i i-i 
Thus« the total noaent about the pitch axis «as 
derived trat the various aaas accelerations and 
noaent aims of the antenna structure. Ihls ms 
achieved by channeling the aeceleroaeter re- 
sponse through a sun and difference network. 

The antenna deflection data was detemlned bjr 
the use of Integration and SUB and difference 
networks. For example, to determine the rela*. 
tive rotation of the 3 foot dish feed with 
respect to the 3 foot dish, the acceleraoeter 
signal given below «as twice integrated through 
the integration network. 

where 0_ « Nln. of Are of Channel B 

g  = 386 in/sec"1 

subscript numbers refer to 
aceeleranetcr location 
(See Figure 2) 

The angular excursions of all the other critical 
locations on the antenna were integrated In a 
similar manner. 

Following a specific test procedure the test 
specimen was pulsed at seven different pitch 
rates and oscillograph and magnetic tape data 
was recorded, nie measurements that were 
recorded on the oscillograph are shown in 

Whla IV. 

AnalTsia of tte ooelD^aph raeordtapi cowalatad 
of reading tte maxluaa peak vain« aneounterad 
during each plaa rjA ainua pitch dlraetloa for 
each of tte acvar* plteh rates resulting la a 
total of fourtecs values for each dHmal of 
data.   Äe aaxla m alastaa of are for tte varloua 
plteh rates are k.^11 even though these values 
eoatalned a eoasldaMUe ssnust of electrical 
noise la all data ehanwela cxe^t Channel A. 

ft* aaxlaw peak value of each ehanael and Ita 
respective flteh rate Is snaaarlxaA la Whle V. 
I« can be sasa by oonvarlson of signal to nolae 
levels ttet the noise lcve& aajr contribute 
slgnlfleaatljr to tte aeasured rotauona. 

Ihla imalyals of tte oaelUograph data stem 
that tte dynsaU oselllatlflaa eaeountered during 
tracking operations arc snail even «hri the 
nolae level la included la tte peak rotatloa 
laliwa. 

the torque loads oa tte sector gear were ob- 
tained fna tte aeceleroaeter data by reading a 
ssigile of pitch axis torques over sn extended 
time spaa.   The Bolsson Appnaclmatlon nethod «as 
then used to arrive at a distribution of tte 
nuaber of cycles of different toque levels that 
the antenna systca Is expected to experience 
during Ita use. These torque distributions and 
cycles (Thble VI) «ere used for the sector gear 
fatigue analysis. 

mmoaawBJc ttst aa*. uxpismm 

To obtain additional dynsale response data» hlgS 
speed notion pictures «ere taken of the speelaeo 
during the dynsale response test. The photo- 
graphic Information «as also to be used for 
conparative purposes with the aeceleroaeter data 
because of the known noise problems wiJ» the 
amplification of low accelerometer voltages 
encountered during the nail antenna oscillations. 

During the alignment of the antenna system, high 
speed cameras ware installed in the celllsg loft 
In such a manner that plteh rate dynamic oscilla- 
tions could be photographed. Several targets 
were located ran the specimen to photographically 
record the various notions of the antenna 
system. The optical target Ircatlous, and their 
respective numbers, trjit were used for the 
analysis of the dynamic oscillations are Illus- 
trated In Figure 3. Die film speed used tor 
analysis was one hundred frames per second to 
be assured enough points would be measurel to 
define the complete cyclic motion of the speci- 
men. This frame speed was based oa a maximum 
expected specimen oscillation frequency of 20 Hz. 

ITie test was conducted according to a detailed 
procedure with the high speed cameras recording 
the pulse rate data. After a cursory look at 
the accelerometer data, the pulse rates that 
were considered to be the most critical were 
selected and the photographic data of these 
rates was analyzed. The pulse rates that were 
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■dacfed ft» analysis ««re k, J, maä U Bs. 
The mmäOm need to reed the fhotognidile date 
MM a Oarfecr nia tnalynw nbleh ■eaaarw dle- 
taaeM trm the reference target to the aovliig 
targeto (I.e., taxgets #1, |S, and #3) In the 
X and T plane. Bued oa the geoaetxy of the 
dletanees trm tee pitch axle of rotatloo to the 
varloue target», the equations of the ai«ular 
rotations of each target «ere derived,  these 
eqpations w«re «ritten so that the angle ebange 
per ft—t (i.e., ••), as «ell as the cuaulative 
angle (i.e., 9g) tot each target, «as detesnlned. 
Also, the relative angular change per fmae uns 
ascertained for the 3 foot dish with respect to 
its feed and far the 3 foot dish feed vlth 
respect to the 2 foot dlA. 

A eaaputer pragran «as «ritten and the ai^ular 
oseillatlmis of the «arloos targets «ere printed 
in the standard eoQuter fesnat. Eight different 
angular neasurotents «ere printed for each 
picture torn read. A description of the print- 
out data for the various targets is shovn in 
Uhle VII. A plot routine of this data «as also 
■ade to show a tine history of the aneular nore- 
neot of the antenna qrstCM. One ennqple of the 
tine history plots of photographic data for a 
pulse rate of 1» pulses per second is shewn in 
Figures k and 5. The first plot (i.e.. Figure 
k) shows the change in angle of each target 
versus tine. Due to reader error and lens dis- 
tortion soae cwmlative data error occurs. This 
emulative error is well Illustrated after 2400 
Billiseconds in Figure k.    Ideally, if there 
were no cimulative errors all three targets 
would very nearly be the awe value after 2400 
Billiseconds. The total angular rotations of 
each target are not identical hut the Important 
■agnitude» of oscillations for each pitch pul«e 
are very weJl described. The relative angular 
rotations of targets 1, 2 and 3 (i.e.. Figure 5) 
describe the angular differences between critical 
antenna structural locations. 

The maxlnum peak angular oscillations measured 
from the photographic data for pulse rates of 
k,  7, and 11 Hs are listed in Table VIII. Tnis 
shows that the highest angular rotation measured 
occurs on the 3 foot dish at a pulsing frequency 
of k  Hz. 

In order to obtain an overall cenparison of the 
photographic and accelerometer test data, refer 
to Table IX. Thie data shows some of the varia- 
tions of angular rotation in the two-data 
gathering techniques. Because of the electrical 
noise observed from the accelerometer data, it 
was decided that it was less accurate than the 
photographic data. This comparison of both data 
techniques shows the worst single amplitude 
oscillation that was measured was 9.26 minutes 
of arc and the highest relative rotation was 
9.51 minutes of arc at a pulae rate of h Hz. 

FATIGUE AIULYSIS AND EXTENDED LIFE TEST 

Due to the many variables that may influence 
fatigue failure such as surface finish, load 
application, environment, etc., any fatigue 

analysis of even the slnplest parts Is an 
appraciaatloa at bast. Therefore, the tatlgue 
analysis defining the spaelfled life of a very 
ecaplleatcd antenna aystac gear train under 
lopaet load «xdltlons Is cxtrasely difficult 
to achiet« with any reaaonafcle accuracy. For 
this reason, slnulated service testing or actual 
service testing «111 provide the jost reliable 
data fttr particular applications. 

A slnulated service test prior to the design of 
a gear systea aay be nore accurate but it is not 
only iapnetical but in aacy cases aay be 
ia.nssible because of schedule cassitnents, 
träfet restrictions, etc. Bven though the 
fatigue analysis is an appraciaation, it is 
■ost certainly an eswential part of any pre- 
lisimzy design of this nature, lb best illus- 
trate these differences between the analysis __ 
and the tsst data, both a fatigue analysis and 
an extended life test was conducted on the 
antenna getr train systea. The particular gear 
of concern was the aluainua alloy (7075-T6511) 
sector gear. 

The calculated gear root static stresses, based 
on the torque loads detenined fras the dynsmic 
response test, are shown in Ibble VI. These 
stresses Included variables such as impact 
factors, scatter factors, stress concentration 
factors, and contact ratios that either have to 
be assumed or based on some prior experience. 
The values of these variables are prinarily 
detemined by the individual doing the analysis 
and his evaluation of the gear loading con- 
ditions and service requirements. % the 
application of the Minor theory of linear cumu- 
lative fatigue damage to an appropriate S-N 
plot, the expected service life of the antenna 
sector gear war determined. 

Ibis analysis showed that the sector gear would 
exceed its spectrmi life of 3, 500 cycles by 
approximately 170 per cent. 

After fabrication of the sector gear system a 
life test fixture was made in such a manner 
that the sector gear would experience similar 
inertias and frequencies as seen on the actual 
system. 

Accelerometers were placed on the inertia simula- 
tors and the pulse rate was varied until the 
maxtaum torques were obtained. These maximum 
torques were recorded at the pitch pulse rate 
of 9 Hz. The torque values were then recorded 
on the oscillograph for a long enough period to 
achieve enough data points for a suitable 
torque distribution. This data was then ana- 
lyzed and the nuir.ber of stress reversal cycles 
for various torque ranges was determined. (See 
Table X). 

The extended life test was then conducted. 
Periodic checks of the amount of wear was 
recorded after ko,  80, 120,  and 160 hours of 
testing. A comparison of the amount of the 
gear backlash wear is tabulated in Table XI. 
As shown, the life test of the sector gear after 
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l60 hours of testing sboiMd an Ineresae in tack- 
lash of only 2.6 alnutes of are. Host of this 
wear occurred In the first bO to 60 hojrs of 
test which leads one to believe that aost of the 
wear is in saoothing the rou^t points aid high 
spots on the gear teeth. 

After 160 hours (appraclaately 5 x 10 pulsing 
cyc?.es) of stellated service testing, the test 
was stopped. The sector pear was then inspected 
and there was no evidence of fktigus dosage, 
cracks, fretting, etc. Ihus, it »ore than 
■ -eeeded its requirements of 3500 pulsing cycles. 
. ie extended life test data was then analyzed in 
the saae Banner as described in the fatl&te 
analysis diecusslon. 

The fatigue analysis data indicated gear failure 
after approxlaately 5 x 105 applied cumlative 
cycles and the life test data analysis showed . 
that the sector gear was subjected to 1.6 x 10° 
cumulative cycles without failure. Thus, the 
fatigue analysin was very conservative and 
resulted in a conservative design for this 
application. Conservative design for Öse antenne 
gear train was desirable in this case because 
the additional reliability -ias achieved with an 
insignificant weight penalty, and low gear wear 
and backlash requirements imposed some cor.serva- 
tlsn In the design. 

This study revealed that gear v*r aay be 
exaadned in great detail. The deteraination of 
the torque loads and life cycle testing was 
relatively easy to perfoom. However, interpre- 
tation and application of these results was a 
■ore difficult task. TMs sear train analysis 
eaphasises the fsct that present day tonrledge 
of fatigue of complicated aystcaw is not 
sufficiently advanced to pemit design for a 
specified life witnin close Halts. It aust be 
noted that slaulated service testing and actual 
service testing nay provide the most reliable 
data for particular applications. 

COHCIUSIORS 

This paper has described the pertinent 
structural dynamic aspects of analyzing, design- 
ing aid testing of a typical boon mounted space- 
craft tracking antenna system. Analysis and 
tests to define dynamic structural perturbations 
from stepper motor forcing functions, instru- 
mentation and data gathering problems and 
techniques, and the effects of cyclic loading 
on stepper motor gear wear and fatigue 
characteristics were delineated. As the use 
and concepts of flexibly mounted tracking 
antennas increase, these structural dynamic 
problem* are of significant importance to the 
overall mission and performance of spacecraft 
antenna syatecs. 

TABLE I 

STEP FORCE PLATFORM FREQUENClf DATA 

Location 
Step Force 
Direction 

Direction of 
Measurement 

1st Mode 
fB (Hz) 

2' Dish 1 Ft<-d Pitch Pitch 6-7 
2' Dish & Feed Pitch Roll 8 

2' Dish & Feed Roll Pitch 20 

2' Dish & Feed Roll Roll 7 
3' Dish & Feed Pitch Pitch 12-ll» 

3' Dish & Feed Roll Roll h2 

3" Dish Feed Tip j. to feed X to feed 13-19 
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ttBU n 

CM* "ysr 
BOOM WlfMIHB w. tSBSEBSS, 

=1 

(1) (a) 

JO 

I 3-27 
II 3-7 

in 17-7 
IV 18.2 

(i) 
(2) **   • 

•722X10" 

.916 X 106 

•50 X 108 

.10 xuP 

.267 X 107 

.253 X 107 

.50 X 108 

.10 X 10? 

.505 X 10° 

.&t2 X 106 

.12«» X 10' a 

.12)i Z lO' fl 

BenUng Ktittmmm in plane of nodes 1, 2, and 3 

Bending stifftieu nonnl to plane detendned tgr 
nodes 1, 2 and 3 

ttBLE in 

STOTREBS PARAKETSt STUDf 

CASE 

OFB AHiaou 

CLOSB) Ainfam 

501t UKREASE PLAT. OTIFFIIEBS 

1000 nCREASE PUT. STOTIIESS 

50* I1ICREA3E BOOM 3TIW1IES8 

PnCB AXIB RESPONSE CHAK» 
2' DISH 3' DISK 

0 0 

-3* -60 
♦1* -7» 
-'* -.50 

16* -220 

INPUT - k FUUSES/SECOND 

TABLE IV 

OSCILLOCRAra MEASURB<H»TS RBCORDED DURIHG 

THE ANTaOIA EBfHAKIC RESPONSE TESTS 

MeamiTHnent 
Channel Units 

A In-lbs 

B Mln. of Arc 

C Hin. of Arc 

D Mln. of Arc 

E Min. of Arc 

P Mln. of Arc 

0 Mln. of Arc 

H Mln. of Arc 

I Mln. of Arc 

Value Measured 

Total Moment about Pitch Axis 

Relative .Rotation of 3 ft Dish 
Feed to 3 ft. Dish 

relative Rotation of 2 ft Dish 
Feed to 2 ft. Dish 

Absolute Rotation of 3 ft Dls.i Feed 

AbqoJute Rotation of 3 ft Dish 

Abscj'ute Rotation of 2 ft Dish 

Absolute Rotation of 2 ft Dish Feed 

Relative Rotation of 3 ft Dish Feed 
to 2 ft Dish Feed 
Relative Rotation of 3 ft Dish to 
2 ft Dish 

Symbol 

3' F/D 

2' F/D 

3' F 

3' D 
P.' D 

2' F 

3' K/2- F 

3' 0/2' D 
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«MUT 

MuawM wye fya um nmum worn, mn. 

TBBB PIBB RIUB m» 

NwteaPnk 
Value Chnncl 

Nut. FHk VUne 
PttlMtet« 

7 Ftelaca/See. 

% 

7 

ItanFtak 
■OIWUTBI 

(tn-lbc) 

B   3' F/D Olln) 

C   2- r/D     " 

5^ 

6.76 

laslflBlficaii 

li.05 
k.06 

D   3* F •• 5.52 1.M 

B   2' D M 6.75 3.» 
F   2' D ■1 5.53 3.5k 
G   2« r •• k.50 2.63 
K  3' r/z1 r {um) H 5.»«) 8.32 
1    3" D/2' D      " M 7.80 5.26 

TARIX VI 

mauac RESKMSETEST 

PITCH AXIS TOWE LOAD DISTHIBÜTIOH 

TORQUE 
(In-U>) 

CTCLES STRESS 
(P-D 

0-8 3,66t 5,820 

9-16 6,668 11,650 
n-2k 3,568 17, "»50 

25-32 1,11»» 23,300 

33-W U17 29,100 

l»l-J»8 95 31», 900 

U9-56 18 to, 750 

57-6U k 146,600 
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tuum 

WWUllk tKKKXft Witt HB> 

qpfcol                         Tain» Ntuiirad ?ar lirami Vnget 
(Wto. of tec) BD. ggg (SM Fl«.3) 

Awtlw Botetioa of 3* DUb 1 

AagüMt Botetlan of 3' Uali ?taa 2 

»agüHar Rotation of 2' OUh fted 3 

«otal Cwnlativ» Rctation of 3' WA 1 

fotal OailaUve Rotation of 3' dab Feci 2 

Total Conulatlve Rotetion of 2* Dlah FMd 3 

Ridative Rotation of 3' Wdh Feed to 3' 1*2 
Dlah 

Belatire Rotation of 3' Dish reed to 2* 2*3 
DMh 

*91 

*% 
A03 

•ic 

»20 

e3C 
^ -  M2 

*«2 * A53 

T»R(£ VIII 

tMXimi PEAK VALUES CF PHOTOGRMMC MTU 

FRON ARTBOM REBPCKSE TEST 

Pulse Rate 
(Pulses/Sec) •«I 

Mwlaun Peak Value (Nln.) 

A*2             A«3             *V**2 AV**3 
h 9.26 2.86 2.10                  9.51 3.21 
7 lt.7"» 2.99 5.25                »».89 l».8l 

11 3.5"» 3.91 7.13                 3.80 5.83 

Aöj   »   Target #1 angular rotation   -    3' Dish 

A 9    =   Obrget jjte angular rotation   -    3' Dish Feed 

A e.   =    Target #3 angular rotation   -   2' Dish Feed 

198 



nsum 

MMOMDN aye fuum or ragwgymc ABD 

RESPOBB TBK 

•k «Hue (Itta. of mxUam P« Are) 

nalMlMc ▼•lue - Riebest 
nilaM/8«e Keuurcd Rwto Accel. Values 

(Sae Stble V) (See Uble Yin) (See Wble V) 

3« a 9.26 6.75 9.26 
3' T 2.86 V.0 •fc.0 

1» 2' T 2.10 %.5 •«».5 
y T/p 9.51 6.76 9.51 
3' t/2'r 3.21 5.«» ♦5.J» 

3« D »..7«» «».26 U.7«i 
3* F 2.99 2.72 2.99 

7 2' r 5-25 3.0 5.25 
3* F/D 1».89 5.1«» »5.1'» 
3' r/2'T U.81 3.78 l».8l 

3* D 3.5U 5-63 •5.63 
3' F 3.91 3.20 3-91 

11 2' P 7.13 2.70 7-13 
3' F/D 3.80 5.9"» •5.9^ 
3« F/2'F 5-83 3.78 5.83 

*   Indicates the aceeleraneter data gave the highest value 

TABLE X 

BCTESDB) LIFE TEST PITCH 

GBfflAL SaCTt» GEAR TORQUES 

Torque Range 
(in-lb) 

Camplete Reversals 
Per Hour 

0-10 
11 - 15 
16-20 
21 - 25 

7,250 
1,350 
2,670 

180 

TABLE XI 

EXTHJDED LIP'S TEST FITCH SECTOR 

Pitch 
Position 
(Degrees) 

GEAR BACKLASH MEASUREMENTS 

Gear Backlash Measurement 
(Minutes of arc) 

Start After 
UO Hrs. 

After 
80 Hrs. 

After 
120 Hrs. 

After 
150 Hrs. 

0 

15 

8.3 

8.3 

10.3 

9-2 

10.5 

9-9 

10.8 

10.8 
10.9 
10.8 

199 



■ode 1» Olahftl Point 
■ode 6 a* Mi* 
■ode 9 3' We 

_ Spring 

^Y     k-.25 ib/ln 

fh» .5 Hz 

Boon & 
GiBbal 
Cable 

*.^ 

2' Dish 

—- Pitch Axis Center of Rotation — 

ACCELEROMETER LOCATION NOS. AND SOSPHWSION StSTB« fOR 
TOE DYNAMIC RESPONSE TEST 

Figure 2 
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Target §?. 

y  Dish Peed 

Target #3 
2* Dish Peed 

Reference 
Itaget 

Tfcrget #1 
3' Dish Pitch Axis 

OPTICAL TARGKT LOCATIONS FOR 

mniAMIC RESPONSE TEST 

Figure 3 
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SKIPS PROBLEMS 

DETERMINATION OF FIXED-BASE NATURAL FREQUENCIES OF A 
COMPOSITE STRUCTURE OR SUBSTRUCTURES (U) 

C. Ni, R. Skop, and J. P. Layhsr 
Naval Research Laboratory 

Washington, D.C. 

A general technique for determining the fixed-base natural fre- 
quencies of an in situ or laboratory mechanical structure or substruc- 
ture is presented. These frequencies are obtained semianalytically 
through a series of response measurements and by utilizing the invari- 
ance properties of the mobility elements of the structure under inves- 
tigation. The analysis is based on an arbitrary conceptual lumped mass 
model of an n degrec-of-freedom, undamped linear time-invariant sys- 
tem, but the technique derived from this analysis Is also applicable to 
continuous structures. An extension of the method to damped linear 
time-invariant systems is made to study the feasibility of its implication 
in real structures. The fixed-base natural frequencies of the lowest 
two modes of a beam on three supports are determined by theoretical 
calculations, a standard resonance test, and the semianalytical tech- 
nique presented in this paper. A comparison of the results shows the 
applicability and usefulness of the method described herein. 

INTRODUCTION 

As a result of recent developments, the 
application of matrix analysis to the solution of 
dynamic problems of large composite struc- 
tures has become widespread.  The division of 
a composite structure into mutually coupled 
substructures with constraints, is one of the 
essential steps in this analysis.  These con- 
strained substructures are, in turn, treated 
separately to produce results that are then syn- 
thesized to obtain the dynamic properties of the 
total composite structure.  Methods of struc- 
ture synthesis are categorized according to the 
applied internal boundary conditions among the 
divided substructures: the displacement method 
primarily emphasizes the matching of internal 
boundary displacements, and the force method 
basically considers the equilibrium of inter- 
action redundant forces.  Among the developed 
methods reported to date, a displacement 
method treated by Kurty [Ij is particularly in- 
teresting in certain engineering applications. 
In his method, a composite structure is divided 
into fixed-base (or fixed-constraint) substruc- 
tures.  The dynamic problem of the total com- 
posite structure is then reduced to the solution 
of two separate problems: 

(1) The dynamic problem of the fixed- 
base substructures. 

(2) The mechanical coupling between the 
adjacent substructures. 

This division is advantageous in the treatment 
of composite structures consisting of functional 
substructures.  Normally, the spatial configu- 
ration of a functional substructure is well de- 
fined, and the imposed fixed-base constraint 
isolates the particular substructure from its 
surroundings.  Consequently, the obtained dy- 
namic properties of this substructure are inde- 
pendent of space and time, and such data car be 
of permanent value in engineering practice. 
Parallel but independent to this treatment, the 
determination of fixed-base natural frequencies 
has been studied both theoretically and experi- 
mentally [2|-[5| at the U.S. Naval Research 
Laboratory. 

In order to design a structure which under- 
goes dynamic loading, a knowledge of the natural 
frequencies of free vibration of the structure is 
required.  Two commonly used approaches for 
determining the fixed-base natural frequencies 
of a structure are: 
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(1) Analytical approach: This approach 
requires modeling the structure under 
study. In general, the tnodeliu» prob- 
lem is very complicated and virtually 
relies on individual experience and in- 
tuitive judgment. 

(2) Experimental approach:  This approach 
is essentially a structure resonance 
method. By sweeping a range of ex- 
citing frequencies, the resonance mode 
of the structure is actually excited by 
the applied oscillatory force at the 
given fixed-base supporting condition. 
The fixed-base natural frequencies ci 
the structure are identified by the 
resonance frequencies.  This method 
fails when the siqiporting base becomes 
flexible. 

The acquisition of information concerned with 
the fixed-base natural frequencies is made dif- 
ficult by the induced uncertainties and the limi- 
tations of these two methods. 

These limitations are overcome by a semi- 
analytical method for determining the fixed- 
base natural frequencies of composite struc- 
tures which has recently been developed [6]. 
The structure dynamic response measurements 
at the constraints of the substructure, and the 
in variance properties of the total structure, are 
used to determue the substructure's true fixed- 
base natural frequencies.  The mathematical 
analysis is based on a "Conceptual Lumped 
Mass Model" to derive expressions for special 
functions in terms of measurable physical 
quantities.  These quantities are the appro- 
priate dynamic responses of the structure and 
the applied forces.  Such special functions con- 
tain the information of the fixed-base natural 
frequencies of the divided substructures and 
the natural frequencies of the total structure. 
By proper deduction from those special func- 
tions, the fixed-base natural frequencies of the 
substructure under consideration can be con- 
cluded. 

A "Conceptual Lumped Mass Model" is a 
lumped mass model without actually modeling 
the real structure.   The advantage of this con- 
cept is to by-pass the complicated modeling 
problem and allow us to approach a continuous 
model with ease.   Furthermore, in doing this, 
point-wise measurement in experiment become 
rigorously justified.  The results derived from 
this method are actual physical quantities of 
the substructures or the total structure consid- 
ered as a whole. 

The experimental veriflcattco of this semi- 
analytical method not only provides a definite 
way to obtain the fixed-base natural frequencies 
desired, but also proves the applicability of the 
lumped mass model itself in general. Such 
proof cGosolidates the mafrtte analysis of com- 
posite structures on its basic t'aeoretical 
ground. 

THEORETICAL ANALYSIS 

A steady state soluttcn is used to develop a 
semianalytical method for the determination of 
fixed-base natural frequencies by shake test. 
Generalized coordinates in configuration apace 
and matrix representation of a dynamic struc- 
ture are used in this theoretical treatment. The 
analysis is based on an arbitrary :mdamped, 
linear time-invariant, conc^'ial lumped mass 
model. An extension of this method to cases of 
small linear damping is then validated (Appen- 
dix). 

The governing differential equation of an n 
degree-of-freedom dynamic structure has the 
general form 

[MHq}   t   [KHq}  =   {F(t)}   . (1) 

For an applied sinusoidal force 

F(t) =  ? sin&;t (2) 

the steady state solution of equation (1) has the 
general form 

{q}  -   {q sin(^t t *)} (3) 

where <i> is the relative phase of the associated 
response with respect to the applied force.   For 
undamped systems, (i>   m/-, m = 0, l, ...) equa- 
tion (3) becomes 

(q)   =   {q cos $ sin  . t} (4) 

and the spatial part of equation (1) becomes 

or 

where 

(-a.2[Mj   ♦    [Kl ,{q cos./}        (f) (5) 

\-i.m   •   \ [K)j   ^  sin t)  '-   Ci) (6) 

■ q cos  4' -   h  s'n  4'- 

for steady states. 
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Tte Uaear opentor In eqaatton (6) 

m = ('*im * ~ w) 

is defined is the mechanical impedance matrix. 

For a noodegenerate system, the imped- 
ance matrix has a rmk n and its inverse exists 

izi'lm * mm'1« tn . (7) 

By a linear transformation, equation (6', :an be 
written as 

{q tin« = [11(f) . («) 

srher« 

W] = [Z]"1 (») 

is defined as the mobility matrix of the system. 

Any mechanical structure can be described 
by three coupled main substructures: 

Equipment: The substructure under 
investigation. 

Support:       The substructure support- 
ing the equipment. 

Base: The remaining part of the 
total structure other than 
the equipment and support. 

According to the above subdivision, equation (6) 
can always be arranged to have the partitioned 
form 

[z'j : (c;); (o) 

■« 

1 ■"hi 
1 -1   / 

1 -<! 

in 

(c5-)T: U"] :{<•„') 

(o) : (c„')T:[z''] 

r do) 

It is noticed that there is no direct coupling be- 
tween the equipment and the base substructure 
because of definition. 

From equation (8), the elements of the mo- 
bility matrix 

r s,n^i (ID 

can be catadated from directly anasurable 
physical quantities, Le., the responae and force 
ampWndes and the relative phase between them. 
Equation 9) shows Oat the elements of the mo- 
bility matrix can be eipresaed in terms of co- 
factars of the impedance determinant and the 
impedance determinant Itself 

"u \lz]\ 
(12) 

It is evident that, for a given structure, the 
mobility elements are functions of the exciting 
frequency alone, in other wrrds, the mobility 
elements are invariant physical quantities of 
the dynamic structure with respect to apace and 
time. They are independent of the condition 
whether the resonance modes of the equipment 
substructure are excited or not. Therefore, one 
may obtain the necessary mobility elements ex- 
penmentally and construct the resonance con- 
dition for the determination of the fixed-base 
natural frequencies of a substructure. 

Consider a system composed of an t 
degree-of-freedom equipment substructure, an 
m - « degree-of-freedom support substructure 
and an n - re degree-of-freedom base substruc- 
ture. The condition for the excitation of a reso- 
nance mode of the equipment substructure at 
one of its fixed-base natural frequencies re- 
quires 

<Jc*i - n«. (13) 

From equation (8), one may single out the part 
containing the generalized velocities of the sup- 
port substructure and apply the equipment sub- 
structure resonance condition in equation (13) 

"VMVM  f«M  * m«>U»J  fil*2 *   ■■■   * "Vln  fn = 0 

(14) 

"Wi fiM ' "WJ 
f«.j * ■■■ ' "U *„ = 0 • 

The existence of a solution of this set of simul- 
taneous homogeneous algebraic equations de- 
pends on 

(1) n- v > m- l    There are infinite number 
of solutions for various 
given forces. 

(2) n - t = «- «    There exists a non-trivial 
solution.  It becomes an 
eigenvalue problem. 

(3) ii - t     m- t     There is no solution. 
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Bf CQOtrcUiaf UM 
n-fss-t.  The«ecalar 

forces, one always can reatiict Uawelf to the aecoad 
of tUs case is defloed as the moMlitjr fnactian 

= Q(Hij:») 

. LC. 

'••»l»i    '"   *•••■ 

■l*i 

a») 

Hie matrix corresponding to this moUlitjr ftmction in eqaation (IS) is a square mobility satMnatrix. 
[ß]. associated with the dynamic responses of the support substructure. Equation (15) shows that all 
the forces are applied on the support stfcstracture, and we shall continue to limit ourself to this par- 
ticular case throughout the derivation. In practice, the forces can be applied any where except on the 
equipment siiMtrusUre as is Shown in («J. 

It is important to show explicit^ that the mobility function does confein the information of the 
fixed-base natural frequencies of the equipment substructure. Equation (7) shows that the impedance 
matrix and the raobUity matrix are commutative and they can be written in a partitioned form ac- 
cording to the stiistroetures. 

m (c;) (0) 

(c.')T IZ'l («V) 

( o) W) [z-J 

11) 

(») 

(0) 

(o) :(o) 

I iJ:
:(o) 

The matrix multiplication in equation (16), by summation convention, may be written as 

ZMmjk   -    l '   ^   k 

Suppose the mobility matrix is replaced by a nonsinguiar matrix 

t           'U 1       i 

: («>) 

( o ):   I n 1 :(o) 

nl    1 

(o): \[ '1 

(16) 

(17) 

as) 

Equation (16) becomes 

[ rj: 

(c,') 

(c;) 

[Z'] 

(f) 

(^V) 

Mi 

(n l" 

(o ) 

{") 

\r\ 

f:) 

( <>) 

[ 'l 

(o ) 

(Cb') da) 

( o ) (<V) MM («) :l i] ( o) ( o) [z"! 
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TiUag Uw detcndnafit of both sides of 
tfon (19) and app^rfaK Uplaee's 
eqoitioii (19) 

m\ -Qf-,,;«)« |(z*]! -Itt»»]! 

OCKJJ:«) Tiäl 
(20) 

Bqaattaa (20) shows aqiUclUy tint the mobility 
function not only carries information of the 
fixed-base natural frequencies of the equipment 
substructure. |[Z*]| = 0. bat also the fixed- 
base natural frequencies of the base substruc- 
ture | [zb) | = 0, and the natural frequencies of 
the total structure | tZl I = 0. 

Since our main interest is to determine the 
fixed-base natural frequencies of the equipment 
substructure, it is desirable to devise a func- 
tion which eliminates the extraneous informa- 
tion involved in the mobility functions. Suppose 
an additional shading force is applied at one 
location on the equipment substructure, then by 
following the same procedure of deriving a m<>- 
bility function, the corresponding mobility 
function may be written 

-^■"i.tjM:^ 
liriMtz»]- 

\m 
(21) 

Comparing equation (20) and (21), the imped- 
ance determinants of the base substructure and 
the total structure are the common factors. 
This suggests that the extraneous information 
can be excluded by taking the ratio of these two 
mobility functions.  For this purpose, a reso- 
nance function is defined as 

0 (m. ■)  ^ 

[Z'-] 

; [z-i 
(22) 

Here, a double line designates absolute value. 
T-.? absolute values are chosen to be used in the 
resonance function so that its graphical repre- 
sentation conforms to the conventional concept 
of "resonance peak."  For a physical syctem, 

' [Z'l I   is finite lor a finite exciting frequency 
.; thus the singularities of the resonance func- 
tion vMm j ji a) corresponding to 1 [zr] | = 0 give 
the identity of the fixed-base natural frequen- 
cies of the equipment substructure. 

It Is inqiaetant to poiat oat that the reso- 
nance funettan Is not deflned when 

irrtl^o   «i   irz]i = o. (2S) 

althoagh the analytical form In eqnatton (22) 
shows thai the resanance fonctton Is independent 
of the Impedance determinants |[zbl| and |[2]|. 
The reason la that we are not measuring the Im- 
pedance elements bat the inability elements in- 
directly through force and response measnre- 
ments according to equation (11). It Is then 
evident from equation (22) that, when ) [zt] | = 0 
and i [z] I = 0, the resonance function becomes 
0/0 and 00/00 respectively. Soch Induced am- 
biguities can be elimb ated by data analysis and 
present no real problem. 

EXPERIMENT AND APPLICATION 

The success of this method in computer 
simulations [6] was followed by laboratory ex- 
periments conducted at the random vibration 
laboratory, NHL. A detailed report on experi- 
mental procedures and results is being prepared 
as an NRL Report. 

Physical quantities as well as theoretically 
derived special functions pertaining to the 
practical application of this method are sum- 
marized here: 

Mobility elements (for acceleration response) 

Mobility functions 

i.j  =   1. 2.   ...   t. 

I [zn! • i [zb] i 
I [z]! 

t - total number of support points. 

O'im..;^) --   \[m..l\ 
|[z.f']| • liz"]! 

T[zfr~" 
i.j  =   I. 2.   ...   t  .   1. 

(t 4 i )th point on equipment substructure. 

Resonance function 

'mki:'-> 
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The mMftonUc qmnUtlM q,f T,, 4^ areob- 
cifcMd by ft terics of alMte teste. Siaeette 
•take test Uwlf is «dl knmm is stmetare 
dyMUBie nupimaa studies, only a few important 
aspects which are essential to conclude mean- 
tngfol results are presented bi this paper. It is 
understood that the natural freouncies of a 
atrnctore are linear dynamic properties of the 
structure. The correqpondtag mathemattcal 
model used in the theoretical amdjsis is linear 
tlme-lnvariaat and deterministic. Therefore, 
tta hejr governing rule of the experimental or 
test measuremen s is to confine the operation 
within the range of linearity, m practical 
terms, the «rise from all sources must be kept 
low. It is noticed in the theoretical analysis 
that the relative phase of the responses with 
respect to um applied force are necessary in 
the mobility and resonance function calculation, 
even in an undamped linear time-invariant 
case. In practice, the measured respcases al- 
ways Involve frequency components other than 
the exciting frequency, in spite the fact that the 
exciting frequency can be a well defined and 
controlled value. The main sources of these 
undesirable frequency conqK«;viits are of elec- 
trical and mechanical origin. Cop^u>tition due 
to electrical distortion arc öfter mendable. The 
mechanically induced distortion is maitüy due 
to the nonlinear dynamic oehavior of the total 
structure, which is an inherent property of the 
structure under test and cannot be removed 
without altering the structure it&clT.  However, 
such nonlinear responses are avoidable if a 
specific experimental procedure is established 
so that the test is conducted within the dynamic 
range where the linear time-invariant mathe- 
matical model is valid.  Within this dynamic 
range, the mobility elements of a given struc- 
ture are independent of space and time, but 
functions of the exciting frequency alone.  By 
utilizing this invariance property of the mobil- 
ity elements as a guide line, the determination 
of fixed-base natural frequencies of a substruc- 
ture becomes possible. 

For the very reason described above, pre- 
paratory work is needed before taking useful 
data.  This work is described below. 

(1)   Force amplitude determination: Either 
too small or too large a force amplitude will 
cause increasing noise to signal ratio, conse- 
quently reducing the reliability of mobility ele- 
ment calculation.  Although the mechanisms are 
different for these two cases, the former is be- 
lievr-I due to harmonic instability ([7], [8|) and 
the latter is more likely due to the inelastic 
property of the structure, their effect on this 
particular method is the same.   To avoid this 
difficulty, an appropriate magnitude of the force 

amplitude has to be first selected. This is done 
by varying the force amplitude applied on the 
structure while response measurements, taken 
at a given constant exciting frequency are re- 
corded by oscillograph. The mobility elements 
correapoading to each force amplitude setting 
are calculated and plotted against force ampli- 
tudes. A typical plot is shown in Figure 1. 
Within the range designed by Rf b. the plot, the 
mobility element is force amplitude independent 
for a given exciting frequency «.  Responses 
due to forces within this dynamic range are es- 
sentially governed by the linear time-invariant 
analytical model. 

(2) Harrow band filter application: One is 
aware tbat nonlinear responses of varying de- 
gree are always present in real structures. 
Only structures with small nonlinear dynamic 
behavior are considered here because domi- 
nantly nonlinea; systems certainly cannot be 
described by a linear analytical modeL Direct 
measurement of relative phase angle by a zero 
crossing type of phase meter or lissajous type 
of measurement on oscilloscope is very diffi- 
cult at times. This difficulty is overcome, for 
slightly damped cases, by using a narrow band 
filter and comparing the phase difference be- 
tween the two fundamental components. 

After the preparatory work is done, the 
remaining task of the experiment or test is 
rather routine and will not be discussed here. 
The necessary data is collected and then used 
to calculate! the value of the mobility functions 
and the resonance function corresponding to 
each exciting frequency.  This is a straight- 
forward routine on any digital computer, and no 
special program is needed. 

In order to draw conclusions about the 
fixed-base natural frequencies of the equipment 
substructure, the possible ambiguities men- 
tioned in the theoretical analysis have to be 
eliminated.  The technique for doing this task 
is illustrated in the schematic diagram given 
in Figure 2. 

The mechanical system used in a labora- 
tory experiment to test the validity and applica- 
bility of the method presented in this paper is 
shown in Figure 3.  The structure is essentially 
composed of three substructures: 

Equipment:   The equipment substruc- 
ture consists of a 1" x 
2" x 4' steel beam with 
three simple supports at 
the quarter points along 
its length. 
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Fig. 1 - Schematic drawing for selection of shaking force amplitude (U) 

Fig. i - Result  interpretation diagram (U) 

Support:        The support substructure 
consists of all the com- 
mon points of the equip- 
ment and the base. 

Base: The base is the remaining 
part of the total structure 
other than the equipment 
and the support.  The 
base consists of a metallic 

truss-like frame con- 
structed partially of steel 
frame and partially of 
aluminum chaii.icls. 

The results obtained from the semlanalytical 
method developed here reveal fixed-base nat- 
ural frequencies of the lowest two modes of the 
test beam of 125 Hz and 140 Hz as shown in 
Figure 4.   These results are compared below 
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Fig. 3 - Test structure (U) 

with theoretically calculated values as well as 
experimental results, shown in Figure 5, from 
a standard resonance test: 

Theoretical calculation 

Standard resonance test 

f. 

138 Hz 

120 Hz 

fa 

148 Hz 

(14<) Hz) 
not 

conclusive 

Semianalytical method        125 Hz        140 Hz 

One observes that the discrepancies between 
the experimental results are smaller than those 
between either experimental result and the cal- 
culated theoretical value. 

DISCUSSION AND CONCLUSION 

There is a discrepancy of less than five 
percent between the results of the two experi- 
mental methods.   Figures 4 and 5 show that, in 
this case, the semianalytical method gives a 
better resolution of the fixed-base natural fre- 
quencies than the standard resonance test 
method.   The discrepancies between the ex- 
perimental results and the theoretical results 
calculated from Bernoulli-Euler beam theory 

amount to ten to fifteen percent.  An examina- 
tion of the possible causes of the higher theo- 
retically predicted natural frequencies reveals 
that they are most likely due to neglecting vis- 
cous damping.  When viscous damping is taken 
into consideration, the calculated frequency 
values are lowered and the discrepancy gap is 
narrowed.   This implies that the semianalytical 
method yields ^uite accurate results.   There- 
fore it is concluded that: 

1. The semianalytical method gives accu- 
rate structural dynamic information. 

2. The semianalytical method provides a 
simple means to determine fixed-base 
natural frequencies of a composite 
structure in situ.  Such measurement 
cannot be done by any existing standard 
test method. 

3. The semianp'.'tical method overcomes 
the induced uncertainties and the limi- 
tations of the analytical and conventional 
experimental approaches. 
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Fig. 5 - Experimental result (standard reson.ince test method) (U) 

Appendix 

DAMPED LINEAR TIME-INVARIANT SYSTEM 

Assume the dissipative energy of a damped 
linear time-invariant system can be described 
by the Rayleigh dissipation function 

R - iuijfRHq) . (Al) 

The elements n j of the damping matrix [R] 
are real and positive.  The governing differen- 
tial equation of such a dynamic system is 

[MHq}   4    [R]{q}   .    [KH<|}   -   (F)   . (A2) 

The general solution of equation {A2) is 

(c)}       {q co    / sin it * q sin / cos ait}    (AC) 

for a sinusoidal force input (F)     {? sin CA). 
The spacial part of equation (A2) becomes 

-a.J[M](qcos /}   -   v[R]{qsin'C} 

♦ iKKqcos /}        {?} 

■■vJ[M](q sin ;}   ♦   a; [R]{q cos/} 

♦ [KKqsin A)   -   {0} 

(A4) 

or 

[Z] (It sin;} -   [RHclcos,/}       (?}        (A5) 

[RKqsin/}  i   [Z](qcos/}       <0}        fA6) 

by substituting ^ sin .'      q cos ./.   Here, [z] 
is the impedance matrix as if the system is un- 
damped.  Equation (A6) determines the relative 
phase of the responses with respect to the ap- 
plied forces.   For small damping,  r^ " 1, 
By eliminating the response vector component 
(q cos /), equation (A5) becomes 

iqsin^  '   ([I] ♦ [Z]"l[R)-[Z]'I[R])''rz]"l{7} 
(A7) 

or in terms of the mobility matrix of the cor- 
responding undamped system 

iqsin/}       f [1] * PliHRMIiHR])  '[«(7} 

(A8) 
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For certain real structures, -u and r^ are {q»in*> = »]{?> , (A») 
normally very small. Considering a first ap- 
P This is exactly the expression of equation (8) 

in the main text for the corresponding un- 
([ll ♦[*)[»]• WHR])"1 — tl]'1 = [I] damped system. Therefore, we conclude the 

applicability of the method to slightly damped 
equation (AS) can be written as linear time-invariant systems. 
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EQUIVALENT SPRING-MASS SYSTEM:  A PHTiSICAL INTERPRETATION 

Bet. K. Wada, Robert Bamford, and John A. 
Jet PropuUion Labotatory 

Pasadena, California 

Garba 

Large finite element computer programs and/or comprehensive modal 
tests are used to obtain the eigenvalues and eigenvectors of structures 
that have many degrees of freedom.   The large quantity of data often 
masks the physical implications of the results, and these implications 
are invaluable for proper data usage. 

This paper describes a technique that generates an equivalent spring- 
mass model for each eigenvector of the structure when the generalized 
mass and stiffness matrices are available. 

The physical significance of the equivalent »pring-mass system and its 
application ia modal tenting, identification of eigenvectors, extraction 
of a lower-order model, comparison of similar models, selection of 
significant eigenvectors, and usage with limited computer programs are 
discussed^ 

INTRODUCTION 

Large finite element structural analytes 
computer programs and/or large modal tests 
are used to evaluate dynamic solution of struc- 
tures with many degrees of freedom.   Often the 
degrees of freedom of the structure are reduced 
by use of selected eigenvalues and eigenvectors 
as generalized coordinates for a dynamic 
response solution.    The large quantity of data 
representing the eigenvalues and eigenvectors 
often masks the physical implications of the 
results, and these implications are invaluable 
for proper data usage. 

This report uses well-known concepts to 
develop a technique of obtaining an equivalent 
spring-mass system for each eigenvector when 
the dynamic characteristics of the structure are 
available as a generalized mass matrix and 
associated eigenvalues.    The technique is 
equally applicable tc test data or data from 
analyses of continuous structures or analyses 
of discrete structures. 

The procedure is to renormalize each 
eigenvector such that its reaction is equal to 
that of a corresponding equivalent single-degree- 
ot'-freedom (spring-mass) system.    Incremental 
inertia properties must be added in the model to 
represent the rigid-body contribution of the 
truncated eigenvectors.    In order to illustrate the 
concept, a simple model of a cantilevered beam 
is described (Figs.   1 and 2), 

Sisnr ii>:t A 

m 

Fig.   1.    Initial structure 

. t,Cll..'U to« ,v.l ilOi'-.'tMO« [IG1N/K'ü« 

m 

Fig.  2. Cantilever eigenvectors 
of structure A 

The equivalent single-degree-of-freedom 
system (Fig.   3) for each eigenvector of Struc- 
ture A (Fig.  2) is normalized and represented 
such that each reaction Rj is properly simulated. 
The "rigid mass" in Fig.  3 represents the rigid- 
body mass properties of Structure A contributed 
by the truncated eigenvectors. 

The procedure to define equivalent single- 
degree-of-freedom systems is developed for the 
genera) case wherein six base reactions are 
represented by three orthogonal force compo- 
nents and three orthogonal moment components. 

This paper presents the results of one phase of research carried out at the Jet Propulsion 
Laboratory,   California Institute of TechnoIoRy,  under Contract No.   MAS 7-100,  sponsored by 
the National Aeronautics and Space Administration. 
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Fig. 3.   Structure A represented »• 
equivalent apring-masa ayatema 

The primary objective if to indicate the 
phyaical aignificance of the equivalent apring- 
maaa ayatem and ita application in modal teating, 
identification of eigenvectors, extraction of 
lower-order model, comparison of similar 
models, selection of significant eigenvectors, 
and usage with limited computer programs. 

ANALYSIS 

The Equilibrium Equation* 

The unrestrained equilibrium equation of a 
discrete undamped structure is 

(mHül+WM =jf} (1) 

where 

(k) 

H 

!'( 

mass matrix corresponding to each 
degree of freedom with mass 

stiffness matrix corresponding to 
each degree of freedom 

displacement vector representing 
each degree of freedom (includes 
translation and rotation) 

force vector 

The eigenvalues and eigenvectors of the 
structure defined by Eq.  (1) after restraints are 
imposed and obtained from the roiution of 

(2) 

where u 

[-w2[mu]M^j]lUu} = 10} 

UQelwt and |f | =  0 are substituted into 
Eq.  (1).    Subscript u refers to the matrices after 
the restrained degrees of freedom are elimi- 
nated.    The i'h eigenvalue and arbitrarily nor- 
malized eigenvectors are represented as wi 
andj-t-il. 

The order of Eq. (1) can be reduced when 
the structural characteristics exhibited by the 
lower eigenvalues and eigenvectors are most 
significant.    The total motion of each degree of 
freedom |u( is represented as a linear combina- 
tion of displacement functions 

N = [(♦rl;i»lH*2| |M]jlPr(j 

l|Pn|l 

l|Pn|) (3) 

where 

(♦ 

Prl 

lPnl 

= number of retained eigenvectors 

= displacement of {u| aaaociated with 
six rigid-body motions at the 
reatraint point 

= generalized diaplacementa associ- 
ated with rigid-body motions at the 
restraint point 

= generalized displacements associ- 
ated with the eigenvectors 

Substitution of Eq. (3) into Eq. (1) and 
premultiplication by|6] " results in 

K J M 
KJ Kn] 

0      0 

\*U 
where 

Mrr 

M. 

mass matrix, rigi'.-body modee 

- essential coupling 
matrices,  rigid-body 
modes and eigenvectors 

[K     I   -    >" M     I = diagonal generalized nnl        I  n   nnj        ..R "    _ . ' ■'      stiffness matrix 

{Ff       =  generalized force vector 

The generalized mass and stiffness matrices 
are diagonal because the eigenvectors are 
orthogonal with respect to their mass and stiff- 
ness matrices [ 2 j. 

Equation (4) may apply to a structure with 
inertia relief in some rigid-body degrees of 
freedom, ini_which case the related terms in the 
matrices j Mri.| ;'.nd | Mnr|are zero. 

It is recognized that since all eigenvectors 
are orthogonal with respect to each other, each 
eigenvector can be represented as a single- 
dcgrce-of-freei'.om system.    Each single degree 
of freedom corresponds to a generalized dis- 
placement.    A unique normalization factor for 
each eigenvector exists that satisfies the proper 

Reference (1) expands upon the analyses presented herein. 
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Fig. 4a.   Physical system 
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Fig. 4b.   Equivalent spring-mass 
system of the physical 

system of Fig. 4a 

inertial reaction at the restraint po.'at repre- 
sented by [Mrn] |Pn}.   The normalization factor 
will be developed from physical deduction. 

The Mass Matrix 

The following discussion is applicable for 
any eigenvector i.   For the i^h eigenvector, the 
inerSal reaction caused b^a unit acceleration of 
the ith generalized mass M(i,i) at the restraint 
is the i"1 column of [Mrn] 

/ Mi M(l,i) 

54(2,i) 

M(6,i); 

The physical representation is shown in Fig,  4. 
Indices 1,  Z and 3 represent translation along 
the overall coordinates defined as I, j and k, 
and indices 4, 5 and 6 represent rotation about 
i, j and ft axes. 

The objective is to evaluate a renormaliza- 
tion factor q; that, applied to the physical 
system of Fig. 4a,  results in a single-degree- 
of-freedom system defined by generalized dis- 
placement Oj, where a unit acceleration of 
M(i,i) results in the reactions shown in Fig. 4b 
when the appropriate orientation and location of 
the line of action are used. 

For translation, a unit acceleration of 
M(i,i) in the P; direction must_result in reaction 
components M(l,i),  M(2,i)and M(3,i),    Defining 
qj as the renormalization factor gives 

1/2 
q'TMÜ.i) = (qi

2MZ(l,i) + qf M2(2.i) + qfM2(3,i)j 

(5) 

where qj is the unique ronormalization factor 
for eigenvector i.    Note that the terms of I M(i,i)l 
are multiplied by q^.    Solution of Eq.   (5) results 
in 

•H  " MtU) (6) 

The renormalized mass terms are: 

M(i.i) = q2 M(i.i) 

M(k,i) = q. M{k,i) where (k^l,...,6)    (7) 

It follows that 

M(i,i)  = ((M2(l,i) + M2(2,i) + M2(3,i))l/2 

(8) 

Note that this mass is directional, unlike a 
physical mass. 

The line of action of Qj in Fig. 4b can be 
located to result in inertial moments M(k,i), 
where k  -  4,5,6, corresponding to unit angular 
acceleration of mass M(i,i) about the restraint 
point.    The above requirements are satisfied 
when the moment arms about i,  j and ft axes to 
the line of action of Qj are 

r4.   --  M(4,i)/(M(2,i)2 + M(3,i)2)l/2 

r5,   =  M(5,i)/(MZ(3,i) + M2(l.i))l/2 

r6.   =   M(6,i)/(M2(l,i) + MZ(2>i)) 1/2 

(9) 

Each equivalent spring mass system i for 
eigenvector i contributes to the rigid-body inert' 
matrix |Mrr|.    The contributions to (Mrr]. by 
the i*" eigenvector is 

[Mrr].        hiM(i'i,uim]      (^ 1,2 6) 

(10) 
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where u|i = motion of tn»fa MCi,!) in thr Qj 
direction corresponding to rigid-body motion 
in the <*& direction at the restraint point.   From 
Eq«. (7) and (9), Eq. (10) reduces to 

[MJ.!    =  rM(i,i)M(m,i)/M(i.i)J 

tf.m  =  1,2 ) (11) 

Jibe total generalized mass matrix tor the 
i"1 eigenvector or i*" equivalent spring-mass 
system is 

Mli.i) M(m, 0 MU.i) 
[K:!«1' . M(i.i) 

M(m,i) M{i.i) 

where (£,m  =   1,2....,6). 

The Stiffness Mat rix 

(12) 

The stiffness matrix is also renormalized 
by q j and can be represented as 

Residual Mas» Matrix 

As noted in E«j. (12), each eigenvector 
contributes to the total rigid-body mans matrix 
[Mrrj.   Consequently, if the dynamic system 
is represented by a set of spring-macs systems 
representing a truncated set of eigenvectors, 
then a residual mass matrix or the rigid-body 
contribution of the truncated eigenvectors must 
be accounted for.   Residual mass matrix is 
defined as 

W" = KJ -ghf 
(15) 

when n  = number of eigenvectors, retained.  . 
Reference (1) shows that [Mugs]     approaches 
0 as ' approaches the total number of eigen- 
vectors of the structure.   The following dis- 
cussion uses the definition of [M^ggjüland its 
physical significance. 

K(i,i)  = qj K(i.i) = w^M(i,i) (13) APPLICATION 

Renormalized Equilibrium Equation 

The renormalized equilibrium equation 
that results from the substitution of Eq.  (7) and 
(13) into (4) is 

lPr( 

'l0nl 

[M"]p4 

Definition of Problem 

As the various applications are described, 
examples are presenter for clarification.    The 
data used for the exam lie are obtained from a 
139-dynamic-degree-of-freedom mod»l o( a 
typical spacecraft.    Data for only the first four 
eigenvectors from a total of 139 are listed. 

The arbitrarily normalized generalized 
mass data for four eigenvectors are: 

0. i519E4 0 0. 12UE5 -0. 15J1K3I 0.215?E1 0. 2509E2 -0. 3738E0 0.24'16E1 

0. 1519E4 -0. IZHES 0 0.4H2JK2| -0.2603E2 a. 2221 El 0. 3937E1 0.5J12E-1 

■. i519E4 0. 1532E3 -0.4854E2 0           . -0.fef.)54E-l 0. 1046E0 -0. 1134E-1 -0.6532P:-1 

0.4975E5 -0. 1171K-2 -0. 18()7E}' 0.')485E2 -0. 7<rt(iKl • 0.8215E1 -0.61 i4E-l 

0.4946E5 -0.3848f:3l 0.fc780E! Oi. 7923E2 -0. 1471E1 0. 209ftE + a 

0.259iE4l -0.4202EI -0. I683E1 -0. 7553E1 0. 2fc53E + 0 

0.2150EO C 

0. 1982^0 

0 

0 

0.5402E-1 

0 

0 

0 

0. 2871E-1 

vhcre the units are kg,   kfi-,.      kg-m^. 
(16) 
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The arbitrarily normalized generalized 
stiffness data for fcur eigenvectors are: 

[«]    [•] 

w 
'0.1206E3 

0.1158E3 
0.o045E2 

0,4406E2 

(17) 

where the units are N/m. 

The first four frequencies corresponding to 
elements of the generalized mass and »tiffncss 
matrices are: 

^ ^'VMfi.iJ 
(18> 

Eigenvector Frequency. Hz 

1 
2 
3 
4 

3. 7707 
3  ^-9 
-   K''-1 
6.. «": 

The above data were obtained from a finite 
element model of a spacecraft; however, the 
data could equally have been obtained from 
modal test data or solution of a continuous 
structural system. 

The generalizes mass and stiffness 
matrices of Eqs.  (16) and (17) renormalized by 
(6) result in 

KJKJ 
[  nrJlMnnj 

" 0.35I9E4 0 0. I233E5 -0. I531Eii   0. 26I3E3 0. 3188E4 -0. 2736E2 0.2I71E3 
0. 3519E4 -0. 1Z33E5 0 0.-:823E2'-0. JI62E4 0. 2822E3 0.2882E3 0.46I8E1 

0. 3519E4 0.1532E3 -0.4854E2 0           I-0.8083EI 0. 1329E2 -0.8337E0 -0. 5684EI 
0.4975E5 -0.1171E2 -0. 1867E3I   0, 1152E5 -0. 1012E4 -0. 60I3E3 -0. 5335EI 

0.4946E5 -0. 3848E3I   0. 8238E} 0. 1007E5 -0. I077E3 -0. 1823E4 

0. 2593E4|.0. 5105E3 -0.2139E3 -0. 5514E3 0.2 308 £2 

1   0. 3173E4 
1 
1 

0 

0. i201E4 

0 

0 

0. 2894E3 

0 

0 

0 

, 1 0.2173E3 

where the units are kg,  kg-m,  kg-m (19) 

H      i»] 

H 

when1 the units arc N/m 

0. i77^K7 
0. 186'(K7 

0. U40Kh 
0. HMK6 

(^0) 

Idontificatiun of Kij;<'"V''''l"'".'i 

For any Mnuturc,   the  residual mass 
matrix provide» physieal  insi:' I  into the charac 
ter of the eigenvectors.     From  Kq.   (15), 

["...si"' KJ-EKJ'" 
i 1 

'I he terms of 'lie residual mass matrix run he 
plotted as a function of number "f eigenvectors 
(Fig.   5). 

Several characteristics of the  residual 
mass plots are: 

(1)     For n       0,  the inilial value (A) of "he 
curve for each ploi  represents  the orig- 
inal rigid-body mass terms.     For ir.- 
stance,   the value (A) for M^j,-^ (i. I) 
represents the mass of the system in 
t he i di rection. 
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'f*'w"l~1-rT~*~t-T'i~1~~'r,ry T-*'» r VT'r IT r r r n » »-r~*-*-#-» 

Fig.  S.   Residual mass plot vs number of 
eigenvectors 

2)    For the diagonal terms of [Mu^jO, 
the plot monotonically decreases to 
zero. 

(})    When the number of eigenvectors ap- 
proaches the degrees of freedom of the 
system, the Mggg (i, j) approaches 
zero. 

(4) A drop between eigenvectors k and Ml 
indicates the magnitude of inertia 
n-actiuns for eigenvector k+l. 

(5) A local eigenvector is defined as an 
eigenvector with small reduction in 
residual mass.    A response solution 
will be dependent on such eigenvectors, 
only if the loads are directly related to 
the local eigenvectors. 

Residual mass plots'' of the sample prob- 
lems for selected elements a^c shown in Fig- 
ures 6. 

■i 
I 

J > :S !5 M a 30 i; JO 

Fig.  6b,    M-,^.  (2, ?.) vs eigenvector 

Several features of Figures (6) may be of 
general interest 

(1)    From Figure (6b) and (fed),  the firjt 
eigenvector has a predominate lateral 
motion in the ^-direction that results 
in large inertia shear loads in the 
2-dircction ami large inertia moment 
about the 1-direction. 

rri i-Lj-i-i-ij-t-i-la- 

1 

u. 

Fii;.  6a,    M . ,,,.(1, 1) vs fiütnviitor r KS nt M,31 . (1, M vs ri^i nvii tor 

The trrminoJopv is defined as 
1- <l ro< tion 
2. d rec tion 
»_ d rec tion 
4- d rcrtion 
5- d rei tion 
6. >l rei tion 

i direction       lateral direction 
j directicn   -   lateral direction 
t direction   =   longitudinal direclion 
rotation about i 
rotation about j 
rotation .ibout it       tcrsional direction 
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Fig. 6d.    M_ _s(4,4) V8 eigenvector Fig.  6f.    M_—„(A, 6) vs eigenvector 

(2) From Figure (6c), the first predomi- 
nant longitudinal eigenvector is the 
18*h eigenvectoi-. 

(3) From Figure (6g), the 18*''eigenvector 
depicts the largest longitudinaUlateral 
(in 2-direction) coupling. 

Other physical interpretations of the data 
are developed subsequently. 

Extraction of Lower-Older Model 

Occasionally a gei.jral 3-dimensional dy- 
namic model of a structure is available f-cm 

which a lower-order model is desired.    As an 
xample, if a lateral ^-dimensional model rep- 

resenting translation in the t axis is desired, 
all the terms are retained from the generalized 
mass matrix of Eqs.  (16) or (19) except those of 
rows and columns 2,  3, 4 and 6.    The resulting 
generalized mass matrix from Eu.  (Vl) is: 

. I J ) ! K • 

. 4 '4» i-. 

n-t:: (■..■iTirsl 

7 rK)   ii. i.>; ii.4 

(21) 

n 
Vr- 

Fig.  6e.    MRES'^' ^ V3 e-Rcnvector Fig.   6g.    MRJ;,S(2. 3) vs t-igt-nvector 
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where the units are kg. kg-m„ ami kg-in*.   The 
generalised stiffoea« matrix is identical to Eq. 
120). 

Eigenvector, n Renormt'.isation Factor, flj 

i 
2 
3 
4 

0. 0824 
0.996 

-0. 0945 
0.«99 

The renormalization factors calculated by 
Eq. (6) for Eq. (21) are: 

The renormalired mass and stiffness 
matrices for the 2-dimrnsional structure cal- 
culated from Eqs. (7) and (li) are: 

0. 3519E4   0. IZJSESI 0.2152E2 0. J175E4 0. 2587E1 0.2t69EJ* 

rÖl2l52E2 

0. I0C3ES 0.10I8E2 0. I821E4 

0 0 0 

1 0.J175E4 0 0 

1 
1 

0. 2587E1 0 

0.216<»E} 
where the units are kg,  kg-m, and kg-m 

(22) 

l'\      H 
M 

0. I206E5 
0. 1854E7 

0.2896E4 
0.JJ27E6J 

(2M 

where the units are N'/in. 

["KEsI K') 
0. )519E4   0. 123JE'i 

SYM        0.4946E5 

Calculations using Eq.   (15) for the residuaJ 
mass matrix as a function of eigenvectors arc; 

0.2152E2   0. 6784E2 

.SYM 0)21}aEJ. 

0. 54<)7E4   0. 1226E5 

SYM        0.4925E5. 

(24a) 

[MRESJ 
(2) 

0.3225KJ   0.2232E4 

SYM 0. 1756K5 

(21b) 

[MI<K,s] 
(J) 

0. 3199E3   0. 2222 K4 

SYM 0. 1752K5 

(2ic) 

[MUE,s] 
(4) 

0. 1030K1   0.4010KJ 

SYM n. t:2i2K) 

whore tin' units arc ky,  kg-m,  and kn-rii   . 

The  residual mass matrix tiTms  are identi- 
cal to those shown on Fiyurrs  (6a) and (6e). 
Coefficient matrices (22) and (23) represent the 
desired 2-dimensional model.     Equation (22) is 
used to illustrate its physical significance. 

(2-ld) 

Kiyure 7 illustrates the 2-dimensional 
model.    Several  features  of importance are: 

(I)    The distance  1.;       M(S, i)/M( 1 , i) 
since a unit acceleration of M(i.,i)  re- 
sults in a  shear reaction M(I>i) and 
i:  jment reaction M(5,i).   Note that if 
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Fig.  7,    TwO'ditnensional model of t-xample problem 

the signs of M(l,i) and M(5f i) are not 
equal, the Lj is negative and the mass 
is in the negative T<-direction. 

(2) The eigenvalue i  =   u.?  -  K(i, i)/M(i, i). 

(3) The rigid-body inertia contribution 
(residual mass matrix) of all truncated 
eigenvectors greater than 5 is repre- 
sented by F.q.  (24d).    A model to rep- 
resent the residu >! mass term is 
shown in Fig.  7,  where Lr  = 
MRESU • 5)/N'    r-cj'l.l) to represent the 
lateral rotationa, 'oupling term.    The 
rotary inertia te.-i IV1RES(5, 5) is re- 
duced by "-RESU. ') l'r since the off- 
set  of MRJ/JJU, 1) by Lr contributes to 
the lotary inertia. 

.Similar models can be (jcnerateJ  if longi- 
tudinal or torsional models are  required. 

UsaK«' with Limited Computer Programs 

Modal synthesis,  modal substructure,  or 
modal combination [3] techniques are valuable 
in solution of large structures.     However,   spe- 
cial prcgrams are often required to lake ad- 
vantage of the techniques.     Tin; equivalent 
spring-'Mass  system  representation allows the 
use of eigenvectors as generalized coordinates 
in computer programs capable of accepting 
lumped masses and weightless elements.    Since 
the equivalent spring-mass system can be ob- 
tained from discrete structures,  continuous 
structures,   or test data,   the origin of the data 
is  immaterial. 

For instance,   if a structure is comprised 
of two subsystems  A and H where subsystem A 

Fig.  8.    Structural system comprised 
of two suhjystems 

is represented by Fig.   8,  modal combination 
techniques can be used.    The dynamic model is 
pictorially represented as  shown in Fig.  9. 

For a cantilever beam, the stiffness due 
to a unit load at the tip is 

K(i,i) 
MKI); 

L 
it*) 

Thus Elj   =   I,jK(i,i)/V,  which results in the cor- 
rect eigenvalue  i corresponding to the general- 
ized coordinate 0;.    The Kl for the rigid mass 
is sufficiently large that its eigenvalue is sig- 
nificantly higher than the frequency  range of 
interest. 

The use of beams in this fashion automati- 
cally transforms the  relative displacement 
modal model into the absolute displacement 
form required for the finite clement model. 
However,   it adds an unnecessary rotationa! 
degrees   of  freedom (without mass) to the prob- 
lem for each mode.    For the more genera! case 
of the nonplanar problem or to eliminate the 
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Fig. 9.    Modal combination model 

unnecessary degree of freedom, the absolute 
stiffness matrix to be added to the finite t-le- 
ment model should be generated by the appro- 
priate tranformation (1). 

Selection of Significant Eigenvectors 

Since one objective of modal combination 
techniques is to minimize the number of 
eigenvectors or generalized coordinates, a 
criterion to select the appropriate eigenvectors 
is desirable. A criterion that is frequently used 
is to retain the eigenvectors corresponding to 
all eigenvalues less than a preselected value. 

If information at the intersection of sub- 
system A and subsystem B of Fig. 9 is required, 
then the ranking of the first four eigenvectors 
in order of significance are 2, 4, 1 and 3.    A 
criterion for significance is the magnitude of 
the effective mass (see Fig.  9) or the decrease 
in residual mass terms (see Frgs. 6a and 6e). 
If eigenvectors 2 and 4 are retained, then the 
rigid mass must include the effects of eigen- 
vectors  1 and 3. 

Other considerations in the selection of 
eigenvectors are; 

(1) An eigenvector with small effective 
mass may result in large loads within 
the structure  if such a local eigen- 
vector is excite']. 

(2) Eigenvectors within certain bounds of 
eigenvalues may be significant because 
of the anticipated frequency content of 
the forcing function. 

O)    The accuracy of the loads within a 
structure may be dependent on the 
characteristic of the eigenvector that 
signifirantly rontributes to the  loads. 
For instance,   if an eigenvector corre- 
sponding to a small effective mass 
significantly contributes lo high loads, 
then a small error on the model,   forc- 
ing function,   tolerances,   or design 
changes may significantly affert the 
loads  in the structure  represented by 
the effective mass. 

Comparison of Simuar Models 

Occasionally a structural model dynam- 
ically similar to another structure is required. 
For instance, if a dynamic mode, of subsystem 
(A) of Fig.  8 is required to assure good 
dynamic simulation at its interface with sub- 
system (B),  then a criterion for "quality" of 
the model is the match of the mass coupling 
calculated at the interface and the correspond- 
ing eigenvalues evaluated with the interface 
restrained. 

Figures (10a) and (10b) represent a com- 
parison of the residual mass plots of two 
structures.    A measure of the degree of simi- 
larity is the match of the residual mass plots 
and eigenvalues.    The plots indicate that the 
eigenvector with predominate motion in the i 
direction switched from the second eigenvector 
of Model I to the first eigenvector of Model II. 
The information is also of value in a design 
process where the loads evaluated from a 

t  '  ' '  '  T   '  ■  '  • I  '  '  '  '  I   ' ' ' '  I '  '  '  '  I  ' ' '  r" 

u 
I 
I 
I 
I '. .'.till (. i r. ..Aim 

"11 

Fig.   10a.    -^R (•=;('> '' vs eigenvector; 
roni|)arison of twormdels 

224 



Consistency of Data 
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Fig.   10b.    Mr,£.«(5, 5) vs eigenvfctor; 
comparison of two models 

dynamic model result in design changes, which 
in turn are reflected in the dynamic model. 

A frequent question is whether the design 
changes significantly influenced the design 
loads.    The residual mass and eigenvalue com- 
parison of two versions of a structure may pro- 
vide an answer to the question. 

Application to Modal Tests 

Modal tests are somewhat different from 
other tests because a measure of the accuracy 
of the test result." exists.    The accuracy of the 
eigenvectors can be evaluated from their 
orthogonality with respect to each other.    A 
measure of the quantity of eigenvectors  re- 
quired is often neglected. 

Current modal test systems include com- 
puter terminals at the test site that can com- 
pute residual mass plots as th«' ex,pe rimental 
eigenvectors arc measured.    The magnitude of 
the  residual mass terms is a measure of the 
unmeasured eigenvectors that contributes to 
inertial loading at the interface.    For instance 
if torsional eigenvectors are significant,  then 
a plot similar to Fig.  6f generated during a 
test can be helpful as follows: 

'1)    If only five eigenvectors and eigen- 
values are measured,   I-ig.   6f reveals 
that eigenvectors accounting for ahnet 
30"; of the inertial  reaction of the ba*e 
have not been n, 'asured. 

(i)    Klyenvectors  1,2 and 4 do not have 
significant torsional inertial reactions 
at the restraint point. 

Generalized mass, stiffness, and damping 
matrices including rigid-body coupling are 
often calculated and transmitted between 
organizations as data that characterize the dy- 
namics of the structural system.   The data 
are convenient for transfer because the quan- 
tity of the data is minimized, the computer 
and pt >gram compatibility requirements 
between organization are minimized, and the 
data provide physical insight into the dynamic 
characteristics of the structure. 

Techniques to check the validity of the 
data are valuable in minimizing errors. 
Characteristics that can be checked are 
described as follows: 

(1) Residual mass plots of the diagonal 
terms must monotonically converge to 
zero as the number of eigenvectors 
approaches the total degrees of free- 
dom of the structure.    Negative diag- 
onal terms which can create problems 
are caused by erroneous data of trun- 
cation errors when significant numbers 
of eig'-nvectors are used. 

(2) All the terms of the residual mass 
matrix should equal zero when the 
number of eigenvectors equal the 
total degrees of freedom of the 
structure, 

CONCU'SION 

The reformulation of the dynamic descrip- 
tion of structures as equivalent spring-mass 
systems results in data that have physical 
significance to the engineer.     The physical 
interpretation is valuable in minimizing misuse 
of the information as well as in providing a 
m.'ans to verify the validity of the data. 

The equivalent spring-mass system has 
minimized the analyses effort by providing a 
means of engineering judgment as the amount 
of computer data is reduced to a series of 
single -degree -of-freedom systems. 

RKKKKKXCKS 

1.      Bamford,  R.   M. ,   Wada,   B.   K. ,  and 
Ciayman,  W.   H. ,   Kquivalent Spring-Mass 
System Tor  NormaiModes,   Technical 
Memorandum  ii-iHO,   Jet  Propulsion 
Laboratory,   Pasadena,  California,   Feb. 
15,   1971. 

I. and 
Addi son- 
Mas-..,   1956. 

Hispliughoff. R. , Ashley, II. 
ilnlfman, R., Ae roelasticity, 
Wesley  Ihiblishing Co. ,   Inc. , 

llurty,   W. ,   Dynamic Analysis of Structural 
Systems by Component Mode  Synthesis, 
Technical {Report ii-iSO,    let I'ropulsion 
Laboratory,   Pasadena,  California,   .Ian. 
15,   1%4. 

225 



LOMGITUDINM. VIBRATION OF COHPOSITE BODIES 

OF VARYING AREA 

O.J. 6uzy*. J.C.S. Yangt , w.H. Walston.Jr.* 

Mechanical Engineering Department 

University of Maryland 
College Park, Maryland 

The natural frequencies and corre.pcnding mode shapes for composite, 
ax!Symmetrie bodies of varying area undergoing longitudinal vibrations 
are determined both experimentally and theoretically. Composite rods, 
cones and conical shells of Lucite, Nylon, Polycarbonate and Polyethylene 
are investigated. Strain measurements are taken from strain gages 
mounted on the surface of the models which are excited at varying fre- 
quencies by a shaker table. Lumped parameter approximations of the 
continuous bodies are solved numerically on the digital computer for both 
fixed-free and free-free boundaries in order to dcten.iine th* natural 
frequencies, mode shapes and relative strains. The method of character- 
istics is utilized in a wave propagation approach to obtain the response 
of a point in the model to a random input. The ranoom input selected 
is white noise. The natural frequencies are obtained by performing a 
Fast Fourier Transform Analysis on the response. 

LIST OF SYMBOLS 

A cross-sectional area 

a Lagrangian coordinate 

a. . 
'J 

c 

influence coefficients 

shift rate 

E modulus of elasticity 

f| fundamental frequency 

g gravitational constant 

K spring constar.t 

L lenyth 

t time 

u particle velocity 

X distance from base 

e engineeruig strain 

P densi ty 

— engineering stress 

y impact function 

Graduate Assistant 
t Associate Professor 
f Associate Professor 

INTRODUCTION 

In recent years engineers have been re- 
quired to design ballistic range models which 
are capable of being launched at hypersonic 
velocities for aerodynamic tests of ballistic 
missiles and space craft. At Such velocities 
the designer is confronted with the dual prob- 
lem of using materials which are structurally 
strong e lOugh to withstand the severe loading 
conditions and materials which minimize the 
ablation of the missile nose due to aero- 
dynamic heating.  These models are frequently 
used to study boundary laye, transition which 
could be influenced by mooal vibration.  The 
purpose of this paper is to study the vi- 
bration characteristics of the model as it is 
being tested in the range, and to develop an 
analytical means of predicting the transient 
response of the model uncer rfyamic loadings. 

The problem of vibration in continuous 
systems such as cylindrical rods has been in- 
vestigated exte.isively in various research 
papers and textbooks Ql-4*].  However, vehicles 
are generally made up of conical shells, sec- 
tions with abrupt changes in area, and lam- 
inated sections of different materials. There 
is a definite lack cf experimental and 
analytical developments concerning vibration 
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•ml wav« propagation In structures of varying 
area and/or nulti-layered with changing ia- 
padances. 

Expariaental tests were perforated using a 
shaker table tc excise the Models. Models 
were made fro« Plexi-f,lass (Lucite). Nylon. 
Polycarbonate (Lexan), Polyethylene, and the 
combination thereof. Strain gages and accel- 
eroneters were nounted on various positions on 
the model to determine the natural frequency, 
mode shape, and transient responses in the 
model. Two theoretical approaches, classical 
and wave propagation, were utilized. Natural 
nodes of vibration and mode shapes were deter- 
mined by first the classical approach, which 
constitutes the solution to the boundary value 
problem and in turn the eigenvalue problem. 
Numerical solutions were obtained by using a 
system of spring-masses. In the wave propa- 
gation approach the method of characteristics 
»«s utilized. A numerics! integration of the 
charccteristic equations for the range model,in 
conjunction with appropriate procedures to en- 
sure that the conditions on the external boun- 
daries as well as tne continuity conditions at 
the sections with the step changes in area and 
varying impedances ate satisfied, will yield 
the stress, displacement, and the particle 
velocity anyiAere in the model fsj. Since this 
method is applicable for any type of loading, 
the natural frequencies can be obtained by 
applying a random input to the model and then 
performing a Fourier analysis on the response 
of some point in the model. 

EXPERIMENTAL INVESTIliATIONS 

A variety of moJels including rods, com- 
posite rods, composite cones and composite con- 
ical shells were fabricated and tested. 
Sketches of these models are shown in Fig. I. 
Plastic materials were utilized rather than 
metals in order to maintain lower natural fre- 
quencies. An upper limit on the frequency of 
the forcing function was imposed by the shaker 
which was used • MB Electronics Model PH-50. 

Ali models were constructed fren solid 
plastic rods which were turned on a lathe to 
their fina' dimensions.  In the case of a com- 
posite model, the sections were glued together 
using an epjxy adhesive. Strain gages were 
the<i mounted on the surface and the model was 
glued to a base plato which was bolted to the 
shaker table. As the input frequency to the 
shaker was varied, the output from the strain 
gages was noted.  In this manner the natural 
frequency of each model was determined. 

Since the elastic modulus of many plastic 
materials varies due to manufacturing incon- 
sistencies, age and environment in addition to 
the effects of turning on the later, exper- 
iments wer? performed in order to determine 
the proper value of the modolus for the materi- 
als being used. Solid rods were used as the 
test specimen since the fundamental frequency 

equation for longitudinal vibration of free- 
fixed rods is ««etI established. 

f. - i-sr (1) 

The fundamental natural frequency of each rod 
was determined experimentally as was the density 
Using this information and Eq. (I) the value of 
t^e modulus for each material was calculated. 
These experimentally determined .Mlues are 
given in Tabie I, and are used in all subse- 
quent calculations. 

TABLE I 

Experimentally Determined Values of the 
Modulus of Elasticity and Density 

Material E (lb/in2) f(!b/in3) 

Polyethylene 2.8xl05 o.om 
Lucite 3.3xia5 0.01*20 

Nylon 6.0xl05 0.0430 

Lexan 3.9xl05 O.OW»? 

A series of tests involving composite rods 
made up of two rods glued e.id to end were per- 
fomed. These experimental results, given in 
Table 2 and Fig. 2, are restricted to the 
first two natural frequencies due to the upper 
frequency limit of the shaker. The results of 
the lumped parameter computer analysis which is 
explained in the next section is also given 
there. 

The next series of tests involved com- 
posite cones made up of a base and a tip glusd 
together.  Experiments were performed with the 
base and tip of the same materials as well as 
difterert materials. Table 3 and Fig. 3 
illustrate the results of these experiments and 
also the lumped parameter computer results. 
This also gave a check on the influence of the 
epoxy bond between the sections.  Based on the 
results, it was concluded that the influence 
of the epoxy was negligible. 

The final experiments were performed using 
a concial shell as the base and a conical solid 
of a different n-.aterial as the tip.  These re- 
sults are shown in Table k  and Fig, U, 

LUMPED PARAMETER COMPUTER ANALYSIS 

The physical models are approximated by a 
lumped parameter system consisting of con- 
centrated mass elemepts and concentrated spring 
elements.  Each model is divided into equal 
length segments with the mass treated as con- 
centrated at the mid-point of the segment. The 
rods are divided into 16 segments and the cones 
into 2^ segments.  The mass of each segment 
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varies as its volume in the case of the cones. 
Th« nass elements are connected by spring 
elements with spring constants determined from 
the properties of the material according to the 
equation: 

I    I  fX(0  dx „. 
<7"* Jxti.,)^ (2) 

«there x is measured fit» the base and: 

K. , « spring constant between i th and 
''   (i-l) th positions 

x(i) ■ distance at i th position 

x(l-l) ■ distance at (i-l) th position 

The computer program utilizes the influence co- 
efficients, a. , which are determined by 

'J 

u  

ji " -fv , W} i * (3) 

The computer program which is used to 
analyze the lumped parameter models first deter- 
mines the eigenvalues by (I) pre-multiplying 
the mass matrix by the influence coefficients 
to obtain the dynamic matrix, (?) transforming 
the dynamic matrix to a Hessenberg matrix. The 
natural frequencies are then determined from 
the eigenvalue;. The eigenvectors and mode 
shapes are then calculated 

Natural frequencies obtained by this 
method are compared to the experimental results 
in Tables 2,3, and k and in Figures 2,3. and k. 
The first and second mode shapes and corres- 
ponding material frequencies, for additional 
Composite cones, both solid«, and shells, are 
computed by this lumped parameter appraoch. 
These results are given in Table 5 and in 
Figures 5 and 6. The relative val.es of strain 
for the first and second modes are also com- 
puted and are shown in Figures 7 and 8. 

Table 2 

Composite Rods, Experimer 
(See Fig 

tal vs. Lumped Parameter 
. 2 for dimensions) 

Frequencies 

:      Material Frequency (KHz)            1 

Base Tip Experii 
1st 

nental 
2nd 

Lumped Parameter  j 
1st   1    2nd  | 

Polyethylene Lucite 1.6 5.35 \.(A 5.27 

Nylon Lexan 2.0 6.0 2.16 5.58 

Nylon Polyethylene 2.25 5.6 2.28 5.68 

Table 3 

Compos! te Cones, Experimental vs. Lumped Parameter Frequencies 
(See Fig. 3 for dimensions) 

|      Material Frequency (KHz)            | 

Base Tip Experin 
1st 

tental 
2nd 

r 

Lumped P. 
1st 

irameter 
2nd   1 

Polyethylene Nylot. k.t*$ 10.2 <4.52 10. 7 

Polyethylene Lijci te ^.5   '♦.S? 9. I 

Polyethylene Polyethylene M 9.2 k.(>U 9.26 1 
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T«bl« <• 

CoRposit« Cone, Shell Base with Solid Tip, ExperiMntel vs 
Frequencies« 

(See fig.» 'or dinensicns) 

Luaped f»rmmfr 

Material Frequency (KHz) 

Base Tip Enperlaental 
1st    2nd 

Luaped Parameter 
1st       2nd 

Polyethylene Lucite 3.15   8.1 3.18      8. |l> 

Table 5 

Composite Cones, Lumped Parameter Frequencies 
(Base I in. die. x 3 in. long. Tip J in. long) 

Material Graoh Symbol 

Base Tip 1st 2nd 

• 

o 

a 

Poly, solid 

Poly, solid 

0.1 in. Poly 
shell 

0.1 in. Poly 
shell 

0.2 in. Poly 
shell 

Poly, solid 

Lucite solid 

Lucite solid 

Poly, solid 

Poly, solid 

k.kS 

3.60 

3.80 

'..jB 

9.25 

9.21 

10.06 

10.22 

It.31 

^   s ^ 
y ■v 

s •^ 
y ■^ 

s K ^ 
*/ \ 

S 
X 

s. ^ 
/ * /' 

■f 

/ 
y s A /   . ' 
S 

V 
fa) (b) 

J,.. 
} 
.4 

- If III |l   MMIll   MM 
\ 

Of IMl%t* i.* 

J   » f  10   II 

Fig. I - Experimental models Fig. 2 - Composite rods, experimental vs. 
lumped parameter frequencies 
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Fig. } - Composite cones, experimental vs. 
lumped parameter frequencies 
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Fig. 5 - Composite cones, first mode shapes 
(see Table 5 for symbols) 
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Fig. <4 - Composite cones, shell base with 
solid tip, experimental vs. lumped 

parameter frequencies 
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Fig, 6 - Composite cones, second mode shapes 
(see Table 5 for symbols) 
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Fig. 7 - Composite cones - first mode strain 
(see Table 5 for symbols) 
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Fig. 8 - Composite cones - second mode 
strain 
(see Table 5 for symbols) 

WAVE PROPAGATION ANALYSIS 

The stress wave propagation theory used in 
this analysis was developed independently by T. 
Von Karman CO and G. I. Taylor [^ in 1942 
and used by many investigators in various forms 
since that time. It is a one dimensional 
elastic-plastic theory used to determine the 
transient properties of solid materials under 
dynamic loading. 

The response of materials is governed by 
the equations of continuity and momentum which 
are given in the Lagrangian coordinate system 
as follows: 

aa    dt 

9u  _J_   8(<yA) 
at '  PA        aa 

From the above equations the characteristic 
equations may be obtained; 

Ua 11)  i c   a(u i y) 
d t C da PA a« 

where 

and 

p  a« 

dip - cde 

(5) 

(6) 

(7) 

(8) 

A numerical integration of the characteristic 
equations in the range mode!, in conjunction 
with appropriate procedures to ensure that the 
conditions on the external boundaries as well 
as the continuity conditions at the sections 
with the step changes in area and varying im- 
pedances are satisfied, will yield the stress, 
displacement, and the particle velocity any- 
where in the model [jT] .  Since this method is 
applicable for any type of loading a random in- 
put was applied to the model. The random in- 
put signal selected is while noise which has 
a delta function as its autocorrelation 
function.  The transient response at a point 
on the model was obtained numerically on the 
IBM 709^ computer. A Fast Fourier Transform 
method was performed on the response to obtain 
the natural frequencies of the structure.  The 
advantages of the Fast Fourier Transform are 
two-fold. The number of actual arithmetic 
operations is reduced drastically, causing 
increat.es in speed of several orders of 
magnitude for reasonable record lengths. Also, 
because of the fewer operations performed, 
truncation and roundoff errors are reduced, 
producing a niore accurate result.  The results 
of the wave propagation analysis are compared 
to the lumped parameter analysis for free-free 
boundaries in Figures 9i10 and II for various 
model 5. 
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Fig. 9 - Composite cone,  natural  frequencies, 
polyethylene base,   lucite  tip 
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Fig. II - Composite cone, natural frequen- 
cies, polyethylene shell base, 
polyethylene tip 

DISCUSSION OF RESULTS 

The natural frequencies for various com- 
posite rods, cones and conical shells obtained 
experimentally and by the lumped parameter 
approach compare favorably. The maximum de- 
viation is less than 3% for the composite cones 
and conical shells. The second natural fre- 
quency for the polyethylene-lucite cone was 
not obtained experimentally because of 
difficulties in the experimental set-up(Table 
3). Subsequent modifications eliminated the 
difficulties, however the dzta was not retaken. 

Unfortunately the material properties of 
the different plastic materials do not vary 
greatly. The use of materials having a wider 
range of properties should give more sig- 
nificant results for composite bodies. Metals 
offer certain advantages over plastics such as 
a wider range of properties, more stable propec- 
ties,and easier machining-particularly for 
conical shells.  The use of metals is recom- 
mended if a higher frequency input is available. 

The mode shapes and relative strains are 
presented from the lumped parameter approach 
only.  Since strain gages were employed at only 
two locations on each model, comparison was 
possible only at those points.  Therefore these 
results were not considered significant and are 
not presented. 

Comparison of the two theoretical pre- 
dictions, lumped parameter and wave propagation 
for the free-free boundary was very erratic and 
poor.  Th» fundamental natural frequencies for 
the various composite cones and conical shells 
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coapared reasonably wtlI but not the higher 
nodes. This conftrawd the fact that while 
elastic wave propagation anatysis might give 
good results for problems with a short duraticn 
input loading, it does not give very goo^ 
results for long time input loading. In 
addition, the wave propagation analysis is a 
one-dimensional analysis. For conical modes 
where the area varies, it is dependent on the 
co:.<i angle and the number of grid points 
used in representing the model. For one 
dimensional problems such as longitudinal 
vibration of composite rods, axially 
symmetric longitudinal vibration of circular 
cylinders and spherical shells, good agree- 
ments con be expected. (Natural frequencies 
were obtained for two-layer composite rods, 
cyMndrical and spherical shells using the wave 
propagation approach. Results compared well 
with the theoretically computed results. The 
results for these calculations and comparison 
are not presented in this paper.) 

CONCLUSIONS 

The lumped parameter method using a series 
of mass elements and linear springs can be used 
to analyze the longitudinal vibration problem 
of composite axisymmetric bodies of varying 
area as verified by experimental vibration 
tests on simple composite rods, cones and con- 
ical shells. 

The one dimensional elastic wave prop- 
agation approach utilized in computing the 
natural frequencies of the composite models 
did not give good results. In order to obtain 
better results using the one dimensional wave 
propagation analysis for the changing area 
problem with a long time input loading, much 
finer gird points must be utilized which re- 
quire increased running time and storage space 
on the computer. 
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blMPUFIED METHOD FOR THE EVALÜAT1C»! OF STRUCTUREBORNE 

VIBRATION TRANSMISSION THROUGH COMPLEX SHIP STRUCTURES 

M. Chernjawski and C. Arcidiacono 
Gibbs & Cox, Inc. 

New York. New York 

A simplified method for analyzing the transmission of vibration in ship 
structures is presented. In the first part of the paper, the reflection and 
transmission of bending and longitudinal elastic waves in plates or beams 
forming cross-shaped connections is investigated.   The second part 
analyzes the propagation of bending waves through an infinitely long plate 
which is stiffened by structural elements of arbitrary shape.    Finally, a 
multipath plane structure is investigated for bending wave transmission. 

INTRODUCTION 

In the analysis of ship structures there is 
often a need for identifying the path followed 
by the vibratory energy as it flows from a 
structural system to another.    In any 
particular configuration, before specific steps 
toward the effective control J vibration can be 
taken, it is necessary to investigate the 
mechanism of structureborne vibration energy 
propagation and to be able to predict the 
magnitude of its wave amplitudes. 

Shipboard structures, essentially, consist 
of multiple beam-reinforced plates which are 
generally reverberant: many natural fre - 
quencies are excited and their loss factors 
are neglected.    In the range of plate sizes 
used in shipbuilding, bending and longitudinal 
elastic wavts carry most of the vibratory 
energy.    The interaction between these twe 
types of waves is considered important and 
should be taken into account.    This paper pre- 
sents a method of analysis which is not limited 
to the transmission of vibration waves, but 
may be also --pplied in predicting the intensity 
of elastic «iross waves in composite structures. 
For example,  it may be used to evaluate the 
stress levels developed in a pünel by flexural 
waves reflected off a rivet.    These stresses 
might be considerably higher than the values 
predicted by the use of static stress concentra- 
tion factors. 

GENERAL 

Material related to structureborne vibra- 
•ion can be found in the technical literature. 
Cremer (1) * was first to investigate the 
reflection, transmission, and near field 
effects at beam-plate interconnections. 
I'ngar (2) analyzed an infinite plate attached 
to a uniform straight beam.    Westphal (3) 
has studied structureborne noise propagation 
in buildings.  The interaction of bending and 
torsional w?ves in grillages has been investi- 
gated in detail by Heckl (4).    The properties 
of miscellaneous structural joint configura- 
tions were discussed by Nikiforov (5) and 
also jointly by Cremer and Heckl (6).    All 
these investigations, although rigorous and 
detailed, apply to specific cases only, and the 
results can not be used directly \>y practicing 
engineers. 

The object of this paper is to present and 
formulate a simplified method useful in pre- 
dicting the transmission of structureborne 
vibratory waves through ship structures.    The 
procedure developed is amenable to solution 
by digital computer programming.    In order 
to retain the intrinsic simplicity of the 
analysis, the derivation is limited to normal 
wave incidences at the structural discon- 
tinuities.    The thickness of the plates and 
beams is assumed to be sufficiently small to 
justify neglecting the effect of rotatory 
inertia and transverse shear. 

>   These numbers refer to the List of References at the end of the paper. 
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The first part of this paper evaluates the 
reflection and transmission characteristics 
of bending and longitudinal waves at the inter- 
section of four semi-infinite plates connected 
by a rigid mass.   In the second part an 
infinitely long plate, stiffened by structural 
members, is investigated for transmiasion of 
bending waves.   The remainder of the paper 
analyzes a plane structure.   The expressions 
for wave amplitudes are derived at specific 
locations of the structure. 

1.  VIBRATIONS OF CROSS-aiAPED 
RIGID PLATE JOINTS 

Most structural joints used in shipbuilding 
consist of cross, "T" or "L"-shaped connec- 
tions.   It is therefore appropriate to investi- 
gate first the general case in which four 
semi-infinite plates (or beams) of different 
thicknesses are attached to a rigid structural 
member as shown in Pig. 1.   The plates may 
be of the same or dissimilar materials.   As 
previously stated, all incident waves are 
assumed to act normal to the intersection. 
In accordance with the theory of structural 
dynamics, as applied to long beams, the 
following fourth order differential equation is 
obtained: 

H  -   k
4y 

dx' 

where: 

y is the bending wave deflection, k is defined 
as the wave number, m represents the mass 
per unit length of plate, I is the area moment 
of inertia of face x per unit width of cross- 
section, and wis the radial frequency. 

At any frequent u the complex amplitude 
cf the bending wave is: 

y<x.(i»  " Bi («de'^ + BgMe'1"1 

*Cliu)e'kx+C2lu,}ekx 
(1) 

CjandCj where the coefficients B,, Bg. 
are functions of the boundary conditions. The 
first two terms in equation (I) correspond to 
traveling waves in the -He and -x direction, 
respectively.   The last two terms represent 
the "near field" which exists in the proocimity 
of the boundaries of the plate intersection, or 
in the vicinity of the noise source.   The time 
factor e,!t is neglected throughout this paper. 

Referring to Fig. 2, if the plate "l" is 
excited fay a harmonic unit force of angular 
frequency vwhich acts normal to the plate 
intersection, bending waves are generated. 
The waves travel to the intersection where 
they are paHially transmitted as bending waves 
into the othe • plates.   In addition, while pas- 
sing through the joint, the bending waves 
generate longitudinal waves.   Similarly, whrn 
the longitudina1 waves propagate through a 
joint, they are partially transformed into 
bending waves. 

JL, 
4 

-P^M 
M tap 

1 
w 

Kig.  1.    Cross-section of a rigid plate joint 

Fig. 2.    Dimensions and coordinates 
of a rigid joint 

Since both reflected and transmitted bend- 
ing waves have near fields and far fields, 
the bending wave equations for all four plates 
can be expressed as follows: 
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For plate "l": 

-jk.x 
« e 11 jk.x 

+ r. e 11 

+ C, e 
k x 

1*1 
(2) 

where r, ia the reüectiwi coefficient and C. 

is the near field term. 

For plates 'r'. "3" and "4! 

-jk.x. -k.x. 
yj  »  tj 1     i l + Cj I   * * (2a) 

where i corresponds to the plate number, t. 

and c. represent the transmission and near 

field coefficients, respectively, and k. - w/c.. 

is the bending wave number.   In the expression 
for k., c., is the bending wave velocity in 

plate i and is defined as: 

bi V      "»i V l-*CLihif 

C. . is the longitudinal velocity and h. is 

the thickness of plate i.    The near field terms 

Cie 

kiXi decay very fast and th< r.-fore are of 

minor importance except in the vicinity of an 
intersection or necr a vibration source. 

The expressions for longitudinal wave 
amplitudes in plates "l",  ' 2",  "3" and "4" 
are given by: 

=   D. 1 
i (3) 

inertia lQ.   In order to evaluate the coef- 

ficients r,. t.. D. and C. for the system rtiown 

in Fig. 2, the following 'uoundary conditions 
are used: 

(a)      ^If^-'l   "4    "    0 

<d)       Uj    +   u. 

^3 
'3   " TIT <e)    y* - -r^r-  4 + «4 

(0     Uj + u4   =   0 

(g)    ^1       ^^2 = 0 

(h)   ^L 

(i)    ^1 

^y 

"bXj =   0 

0)      SFvert   '   ^x 
^3v I.   d   yl 

>x3l 

+ E„ h 
"lu„ 

- E0 L ^^3 
^2 n2    T*2 "3 '3  -J ..  .1 

where i corresponds to the plate number, and 
D. ' D, is the reflection coefficient.    D.   = 

(D2, D«, D.) are the transmission coefficients 

of the longitudinal waves in plates 2,  3 and 4 
and characterize '-he transition of bending 
waves to longitudinal waves; p. is the longi- 

tudinal wive number which is oxpressed as: 

Pi Li 

^"4 2 
" ^ h4   f^   - W    Mo U2 

(k)      Z F, 
K 

lonz - K. ti 11 >x 

+ E212 TJ- + ^h3 ^ i 

The geometry of the joint and the coordi- 
nate systems of each plate are shown in Fig. 
2,    The four plates,  whose thicknesses are 
not necessarily equal,  are connected to a 
rigid bar of mass Mn and mass moment of 

Vy. 
" '-4 l4   ^x3 

Vv 

2 ii 

•^ ■ ^ V.)   = » 
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(1)      SM  - 
4 

- Z 

(4) 

'{h * 1G)   "   0 

The substitution of equations (2), 'xi») and 
(3) into equation (4) results in a set of linear 
equations expressed in terms of the 12 coef- 
ficients previously mentioned.   The equations 
may be solved by means of matrix algebra. 
To illustrate the method, a simple configura- 
tion of practical importanco will be considered. 

A consists of four plate strips connected as 
shown in Fig. 3.   The thickness and Young's 
modulus of each plate are to. and £, respective- 

ly.   Provided that \'\*^3'\'MQ* IQ* 

and at x. > 0 the same boundary conditions 
given in equation (4) may be used.   After 
substituting the wave equations (2, 2a and 3) 
into the modified boundary conditions, equa- 
tion (4). a set of 12 simultaneous linear 
equations is obtained.   The equations may be 
conveniently expressed in the form: 

H H   ■ H 

H 

1    1 0 0 0 0 0 0 0 0 0 -1 

0      0 1       1 0 0 0 0 0 0 1 0 

0      0 0          0 1 1 0 0 0 0 0 1 

0      0 0          0 0 0 1 1 0 0 -1 0 

0      0 0          0 0 0 0 0 1 0 1 0 

0      0 0          0 0 0 0 0 0 1 0 1 
-j  -1 i*2       a2 0 0 0 0 0 0 0 0 

-j  -1 0          0 Ja3 a3 0 0 0 0 0 0 

-j  -1 0           0 0 0 ja4 a4 0 0 0 0 

j    -1 0          0 -i*3H a3e3 0 0 0 -jd2 0 Jd4 

0      0 Ja2ß2    a282 0 0 -•^4 a4g4 jd, 0 -Jd3 
0 

-1 1            '«2 «2 ■h «3 «4 g4 0 0 0 
m 

rl -1 

Cl 0 

h 0 
C2 0 

H 0 

c    = 
U 

D2 

D4 

F 
•     * 

0 

-j 

■J 

-J 

J 
0 

1 
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where: 

•l ■ 

bi = El1lkl 
C» 2,3.4) 

«i - aibi 

di s 

miCL. i «=> 1.2.3,4) 

where C. and Cj, are the bending and longi- 

tudinal wave velocities.yi is the bending wave 
deflection, E^ tot j *■ the t',t*l bending wave 
energy. S, is the cross-sectional area of the 

plate, i. u. is the longitudinal wave deflection, 

and E.    ^ . is the total longitudinal energy. 

The reflection and transmission power coef- 
ficients of bending and longitudinal waves are 
expressed by the following relationships: 

«bl 

I 
lLl D. ""^L. 1 

2m, »l^l 

Using the same equations, the propagation 
characteristics may also be determined for 
"L" and "T"-shaped connections, and also 
for contiguous (dates of different thicknesses. 

Tbi =  h 

(i »2.3,4) 

Li 
|2     di 

X2| 

h~ 
3_" - 1 

Fig.  3.   Coordinate systems of a 
simplified joint 

After inverting the matrix and solving for 
the coefficients the mechanical power coef- 
ficients are calculated.    Since the bending 
wave power flow is: 

Pbi   =   2 Cbi Si E:b. tot, i 

2 C. . m 

2    2 

bi "'i       2 

the loniiitudina1. wave i)i>w<T is {iiv<-n by: 

P. .   -   C, . S. E. .  .  , 1,1 Li    I    Li. tot 

=   C,   m 

2    2 
ui    "• 

where R. . is the bending wave and R, . is 

the longitudinal wave power reflection coef- 
ficient, respectively.   T.- and T^, are the 

bending and longitudinal wave power transmis- 
sion coefficients in plates 2. 3 and 4. 

The following expression satisfies the 
conservation of energy law and is useful in 
verifying the accuracy of the results obtained: 

«bl^LI* h (Tbi+ TLi) 

I.     i       2 

Since there is transformation of bending 
waves to longitudinal waves, there must also 
be transformation in the opposite direction. 
The derivation of reflection and transmission 
properties for the normal incident longitudinal 
waves is similar to that for the incident 
bending waves and will not be presented in 
this paper. 

11.    STIFFENED INFINITELY LONG PLATE 

In this section the infinitely long plate 
shown in Fig.   1. is investigated.    The plate 
is stiffened by structural members.    The 
distances separating the stiffeners are not 
necessarily equal and each is assumed to be 
larger than the bending wave length.    This 
assumption permits us to neglect the near 
field effects except in the vicinity of the 
members. 

The connection between any two sections 
will be referred to as a discontinuity.    In 
particular the connection between sections 
i - 1 and i will be the i*" discontinuity.    The 
reflection and transmission coefficients of 
each individual discontinuity are determined 
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1 -L. 
•1*2 

1-2 1-1 1*1 

Fig. 4.   Stiffened infinite plate strip 

■l 

J 
H 

yl    *M 

* 

-i h 

iuiA 

Fig.  5.   Sectioh-i of stiffened infinite plate 

by the method discussed in the previous sec- 
tion.   Although the procedure used here holds 
for both bending and longitudinal waves acting 
together, it is assumed that the coupling 
between these two types of waves is weak and 
the analysis is therefore restricted to the 
propagation of bending waves alone.   However, 
the effect of the longitudinal waves could, if 
desired, be taken into account without major 
difficulties. 

At first the analysis considers a system 
that has only two discontinuities N.  , and N- 

which are separated by a distance L. (see 

Tig.  5).    Selecting a point "A" at a distance 
1.   , to the left of the discontinuity N. as the 

origin, and assuming that the bending wave is 
normally incident to the discontinuity, the 
amplitude of the partially transmitted wave 
at point "B" is: 

=   y.   . t.   ,   . e 
•'i-l   i-l.i 

-Jk (Vi^Ui) 

yi-l ti-l.\ ri.i+l 
-KVl'Wi) 

etc. 

where r.  .  . is the reflection coefficient in 

section i approaching discontinuity i+1. 

The bending wave originating in the i+1 
section at point "C" which is at a distance 
1.. j to the right of discontinuity N.., is 

partially transmitted into the i     section. 
The amplitude at point "B" therefore becomes: 

yi+iVi.i6 K^l^R.i) 

The amplitude of this wave at point "B 
after it is reflected at the discontinuity N. 
becomes: 

+■ 
y; = y . t, t.,,   . r.   .  , e 

i+l   i+l,i   i,i-l 

"jk A.^.+L.+1,      \ 
\ i + l       i     L.il 

etc. 

where by definition t. is the transmission 
i-l,i 

coefficient of the bending wave in section l-l 
propagated into the i1" section.    After this 
wave is partially reflected at discontinuity 
N... '.he wave amplitude at point "B" becomes: 

It is assumed that standing waves are 
generated in each section of the structure. 
Accordingly the amplitude in each section is 
a function of waves traveling in both the 
positive and negative direction. 
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Fig. 7.   Directions of reflection and 
transmission coefficients 
at section i, j 

-ii   ri- _i I I H    ^ \ Li- 
•A X« 

~\ 
^ -I 

l,j n r 
Fig.  8.    Section (i. j) cf plane structure 

The lengths 1., !„, !„ are shown in 

Fig.  8.    The relationship between waves may 
be derived by utilizing the approach of Sec- 
tion II.   The expression for 

+ 
y.   . is: 

Ji.J     ^   1 2 

Y, = y.   ,   . t.   .   .   . e + y.  . t   .   . e     •' 

+ yj-i,iVi,ue 

Y
2 ' yi+l,j Vl.i.j e 

^j.i+lVi+l.i6 

+ v t yj-l,i+l   j-l.i+l,: 

J x n 

-Jk   1n- y E 

-JM 

and 

M.  j   =   1/ 

y F 

-2jk L. 

{l - rL, irR. i e    '"     'l ) 
which is a measure of the change in the in- 
coming bending waves due to multiple 
reflections in section (i, .j).    Similarly, the 
wave amplitude y.   . may be expresse-1 by: 
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The wave represented by y. will be 

regarded as the summation of those waves in 
section i that move In a positive direction, 
therefore: 

.„■...,...r,,..iltf''«*L'*l'.')l 'i*l 'i+l.i   i,:-l 

'(1+ri.i-lri.i+l 

-picLj 

2 2 *  r .  . , r . _,e 

lyl-l i-l.i6 

+ v'     t r e       V1*1      l yi+l   i+l, i ri,i-l e 

where: 

+ 1. 'f. 
1 

M.   = 

1 ■ri.i-lri.i+le 

ZjkL^ 

is the measure of the change in the incoming 
waves due to multiple reflections at the dis- 
continuities.    Similarly,  the summation of 
bending waves that travel in the negative direc- 
tion is represented by: 

= (' 
i-1 ,i ri.i+l 

ri+l   i+l,i 

+ L. + 1: ■) 

J \r 

Thus in a system consisting of m sections, 
there are 2m algebraic equations,  which can 
be expressed in matrix form.    If bonding 
waves are excited in one ol the sections,   the 
matrix can be solved for the wave amplitudes 
in a'l sections {i - l,'2, . . n).    Consequently, 
the- attenuation between any two sections may 
be easily obtained.    For example,  the atlenu- 
ation from one section i to another section 
i+-l is expressed in decibels by: 

Tl,   =   20 log 
yi+l 

In actual structures,  longitudinal waves 
usually are present together with bending 
waves.    As they are transmitted through the 
discontinuities,  the longitudinal waves are 
transformed into bending waves,  thus reduc- 
ing appreciably the attenuating effect of the 
stiffeners. 

m.   PLANE STRUCTURES 

This section considers a complex plane 
structure consisting of plates (or beams) 
intersecting at right angles as shown in 
Fig. S.   The system is generally free to 
vibrate in the bending and longitudinal modes. 
Although involved, the configuration can be 
analysed in detail without major dirficulties. 
In this particular investigation, hrMrever. in 
order to keep the derivation simple, it is 
assumed that the coupling between bending and 
longitudinal waves is small.   As before, it is 
also assumed that the distance between 
adjacent intersections is larger than the bend- 
ing wave length.   The derivation is similar tc 
that cf the svstem described in Section It 
The reflection and transmission coefficients 
arc  calculated by the method given in Section I 
for semi-infinite systems. 

J L 
l-l,j*l lf>l 

J l_ 

Tig.   6.    Plane structure 

By definition r.    . and r.^  . are the reflec- 

tion coefficients in section d. j) approaching 
N   and V., diseontinuities.respectively.   The 

directions of the transmission coefficients 
t.   ,   .    .   t.   .    .  t  ,,    .  etc.  are defined in 
i-l.i,.I     i-l..I     i+l.J 

Kig.   7.     The subscript a define the direction 
of wave propagation. 

We first consider section i.j which has two 
intersecting plates separated by a distance 
I,.      (refer to I'ig.   8)     The wave- numbers on 

horizontal and vertical plates are taken to be 
k    and k .    The Htanding wa  e amplitude x V h r 

+ .    - 
y.      and y.      is the result of the summation of the 

bending waves originated at points A, B, C", D, V. 
and I',   and transmitted over the discontinu- 
ities N.   | and \iM_ ]. 
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For a plane structure having m sections 2m 
equation« are derived.   They can be solved 
for traveling wave ampLttudc-s fay means of 
matrix sigeb^a.   The attenuation between 
two sections is evaluated in the same manner 
as in Section n. 

CONCLUSIONS 

This paper has presented a method suitable 
for investigating the behavior of vibratory 
waves propagating through structural systems. 
On the basts of the procedure set forth, most 
of the intrinsic characteristics of the struc- 
tures can be taken into account.   Altiiough the 
method developed applies primarily to vibra- 
tion transmission through shipboard structural 
systems, the procedure is also useful in the 
study of structureborne noise propagation in 
all types of structures. 

General expressions were obtained for 
infinitely long plates, stiffened by members 
of arbitrary shapes, and for plane structures. 
In order to reduce the complexity of the deri- 
vation, only the effect ol bending waves was 
considered.    However,  in practical problems 
involving complex structures with a number of 
discontinuties,  it is recommended 'hat the 
interaction between bending and longitudinal 
elastic waves be taken into account.    The 
procedure presented is sufficiently broad to 
permit this treatment. 

The analytical derivations of the trans- 
mission and reflection properties, expressed 
in matrix form, are particularly useful in 
cases requiring the prediction of the filtering 
action in complex multipath systems.   The 
matrices can be most conveniently solved fay 
means of digital compilers. 

Time limitations and other overriding 
considerations limit the scope of any endeavor. 
This paper is no exception.   The authors hope 
that in the future they will be ade to expand 
the method presented and discuss its applica- 
tion to practical problems. 
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